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Workflow for Mapping Fuzzy Clusters of Genes
to Biological Pathways

Beya Adamu

Department of Computer Science
Winona State University
Winona MN, 55987

BAdamuO7@winona.edu

NIH's National Center for Biotechnology Information (R, the
ABSTRACT European Molecular Biology Laboratory (EMBL) and EXPASY

. . . . Swiss Institute of Bioinformatics.Scientists rely on these
A new fuzzy clustering algorithm was developed to identity databases to obtain certaimformation needed to perform

relationships between fuzzy cluster of genes and biological ~ .~ "~ .
pathways, and the result is promising. With new relationships scientific experiments.
idenified using this algorithm, there emerges a need for a ldentifying genes in biologicalpathways is an important
workflow to relate the fuzzy gene clusters to pathways. We instrument for early disease detection and diagnosis [3]. They
designedsoftware that implements the required workflow. We provide clues about what went wrong when disease strikes.

validated the software with the information obtained fronthe D_eterr_nining the relationship between gene expression d_ata and
KEGG databaseThe software isable to identify and reveal biological pathway maps is a challenging ta®#ten, clustering
relationshif between urannotated genes apathways algorithms are used as the first stéfith a clustering algorithm,

genes are grouped together based on certain common
characteristics that they share in common, revealed from the use
of explorative computational analysis. Wide rangeglo$tering
Clustering algorithmFuzzy logic, Bioinformatics, Gene Ontology  algorithms have been proposed to analyze gene expression data.

Various methods have been applied such as hierarchical
1. INTRODUCTION clustering, self organizing maps;Means algorithms, and more
erecently, graph analysis by biclustering [4]. However, gene
¢lugtering results are pure analytical, they are seldom related to
existing biological knowledge such as biological pathways.

Keywords

Scientists today have sequenced the entire human genom
however roleplayed by the various genes are not well understood
yet. The study ofthe human genome involvea tremendous
amount of data and computers are used to perform the requiredResearch has shown that most crisp clustering algorithms were
data mining and extensive computational analysis. Biological unable to identify genes whose expression is similar to multiple,
pathways are a sequenoé enzymatic reactions by which one distinct gene groups. However, fuzzy clustering method is able to
biological material is converted to another. They capture the roleidentify clusters of genes that were not identified by other
genes play in biochemical reactions that help sustain life. Forhierarchical or standardieans clustering [4]. As a result, a new
example, over 10 enzymes mapped to specific genes play a role inlemand has emerged to map the fuzzy cluster genes to biological
the Glycolysis Pathwato help convert glucose into pyruvate [1]. pahways. Currently, different pathway mapping tools are
The goal of biological research in pathways is to develop a library available for annotation and visualization of collections of genes
of pathways for all biological processes that manifests in all living What lacked is a tool that allows the mapping of genes with fuzzy
organisms. There is a direct and an important relationship betweermembership to biological pathways. In order to mitigate the
genes ad pathways. problem we propose a new workflow as well as its software

There are bioinformatics databases used by biologists to store angnPlementation to |ntegr_ate tI_1e fuzzy genes with existing gene
share biological information. These databases contain rawoncqlogy, map the relationships to pathway maps, and annotate
information collected from past experimental results and analysis. PréViously norannotated genes.

They provide descriptive genomics, gene annotatiomsdeling

and simulation of biological data in addition to millions of

scientific publications [2].Most of these databases have web

interfaces to search for data. Examples of these databases are the
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copies are not made or distributed for profit or commercial advantac
and that copies bear this notice and the full citation on the first pag
To copy otherwise, rorepublish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.
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To identify nonannotated gene, the application requires the three

Bioinfor matics databases AT .
- I datasets to initialize. These are a) geslesters with fuzzy

L L v memberships b) pathways with qvaue and c) pathway
DNA expression genelist pathway list annotation data that indicates annotated relationship between
¥ ¥ ¥ genes and pathways.
pi‘“way analysis 2.1 Cluster Data Uploader
fuzzy gene dlusters genefpathway annotation The task of the CDU is tallow usersto upload data into the
system. Using a loader obje€@DP assists user to control and
v v manage the two objects. The Loader object prompts user to
Significance test p-vaJUD upload three files in sequential orders. User will browse and
selects the files to upload for local file holders. The loader will
i 1 i establish an input stream to the files and transfer the data into a

local buffer. After successfully uploading the three files, the
FUZZY MAPPING TOOL loader object will verify and validate the datploaded. Each file

will be assigned a batch id to associate the three files and allow
additional clusters to be uploaded.

Figure 1. Data flow

A user may analyze miiple gene clusters derived using multiple

As Figure 1 illustrates, three datasets ased inthe workflow of -
algorithms.

mapping/annotating the fuzzglusters of genes to biological
pathways. Using gene expression microarray data, a fuzzy c 2.2 Cluster Data Processor

means clustering algorithia applied to produce fuzzy clusters of

geneg5]. To each gene in the fuzzy cluster, a membership value The CDPis used togprocessupdae and maintain biological data

is apportioned on the basis of similarity between the gene'sstored in local tables. It manages and controls an XML Parser and
expression pattern and that of each cluster cenf&idA gene a Remote Reader Object. The XML parser seadSystem

has a total membership valwof 1.0 across the clusteentroids Biology Markup Languages (SBML) from bioinformatics
and each genetmembershipvalue indicates it's proximity to the  databases. SBML is machine readable language based on an XML
centroid. AsFigure 2 indicates, gene's fuzzy cluster values are format representing models of biological processes [7].
used together with gene's pathway annotation to determine aBioinformatics data are also available in other machine reading
pathway's proximity to clusts. A hypergeometric  formats suctas text files. The CDP's Remote Reader makes an ftp
connection with remote bioinformatics servers to read and store
bioinformatics data. Biologists update these databases by
regularly modifying and adding new information. The mapping
application will routnely seek updated information from the
pathway p-value servers. One commonly used bioinformatics database is KEGG
[1]. The KEGG Pathway database provides -collection of
metabolic pathway annotation classified in GO terms [8], with
information describing the biological imtetions and the
interacting compounds in the activity. Pathway data obtained from

gene m-value

pathway annotation

Figure 2. Pvalue calculation KEGG databass used in this experiment.
probabilityis calculatedo determine the significance of a relation The CDP's table builder reads and validates uploaded cluster files
between a fuzzy cluster and a pathway [6]. The lower tiaiye, as well as raw biological data obtained from remote datablses.
the higher a pathway's believabilitythe cluster is. Often, a value does this by parsing the files from local server and creating
of 0.05 is chosen. relational tables. Figur8 illustrates the relationship between the

. . L data sets. If unable to build the required relational table, the
To implement the workflow, we have designed an application that p, jiger will not validate the upload. Each taldeinique toa user

maysa fuzzy clusteof genest? pathwaybased omgene'suzzy session and the files are assigneith batch identifiers. Each

membershipand the pathway's pvalue. The application allv a0 will havethreefiles. For each batch and gene to pathway

user to identify cluster and set value threshatisluster genes  o|ationship data, there is a file that describes a gene's relationship

and cluster pathways. Having such tool provides an advantage iy, the cluster(fuzzy membershipvalue) andanother file that

gene identification to biological pathways. describes pathways relationshipthe cluster (pvalue). The table

2. A MAPPING TOOL builder will enforce th_ese_ con;tra_m If all files_ are uploaded_
successfully, the application will issue a confirmation batch id.

Architecture of the applicatiorronsiss of three components This batch id can be used to referenpéoaded clusters for future

Cluster Data Uploader (CDU), Cluster Data Processor (CDP) anduse.

Cluster Data Analyzer (CDA). The application interfeeith

usersvia web browsers. Java Servlets and jsp pagesitilized.

Apache Derbyis used to build, store and query biological data

from local server. Systemwanremotely utilize the KEGG database

to obtain bioinformatics data.
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Figure 3. ER diagram depicting relationship among the datasets

2.3 Cluster Data Analyzer

The CDAcomponent of the application will provide resources for
user to execute the required workflawd perform analysis on the
fuzzy clusters. Iprovides tools for user to select a set of cluster

pathway collection. Each gene object in the cluster has unique
membershipsalue.

CLUSTER DATA ANALYZER

Table Draw

Cluster

GENES PATHWAYS || G2P

Figure 5. CDA components

In addition to gene and pathway collection, table's cluster object
maintains a data structure that mainsaihe relationship between
the gene and pathway objects. Figure 5 shows objects of the
cluster. A gene may be identified to multiple pathways and a
single pathwayften consists ofultiple genes. Using these three
data structures, the cluster objéatilitates the required workflow

from uploaded cluster datasets. The application also prewde
tool to enter threshold values to extract gefresn the fuzzy
cluster set. Genes with ambership value greater thana
membership thresholahd pathways with-palues less thaauser
entered valuareselected and displayed. The CDA also buidd

appropriate data structure to manage the selected data, and guio%

user through the steps neededeveal fuzzy relationship between

analytical functions.

The Draw objectultilizes java applet to draw and annotate fuzzy
genes to a pathway map. Information needed to draw theisnap
obtained from KEGG pathway database provided in KEGG
arkup Language formgKGML). KGML format is an exchange
rmat used for KEGG's pathway graphjects. KGML enables

pathway and genes.

Fuzzy Cluster Data

v

Fuzzy gene annotation

4

automatic drawing of KEGG pathways and provides facilities for
computational analysis and modeling of protein networks and
chemical networks [1]. CDP's XML pansdescribed earlier will

be used to parse KGML data.

jsp, servelets | 3. VALIDATION
We validatedthe application usinghe datasets obtained from
Cluster Data Cluster Data Cluster Data KEGG databaseWe collected a total of 605 genes and 126
Uploader Processor Analyzer pathyvay _annotations. Based on the annotatiomfound 1923
relatiorships between the genes and the pathwayuzzy ¢
means algorithmdevelopedin-housewas used tocluster 375
genes into 32 groupsP-values were computedfor the 126
derby.jdbc pathwayshased on hypergeometric distribution.
v v
Table 1(c) Gene to pathway mappings
Genesymbol Cluster 1 Cluster 2
Fuzzy cluster database Remote bioinformatics database PAPSS?2 0.000898 0.000028
Figure 4. Basic application components SULT1A2 0.004431 0.00038
gure 4. bp P GPD1 0.000699 0.000134

The CDA implemergtwo classesTable and Drawer. Table class
provides primitives for the CDA to manipulate attributes of a
cluster Table may contain more than one Cluster class based on
biologist's analysis needs. For this experiment one Cluster class is
used. The Table class will interface with the database to request
and process biological data for the cluster. The table class
populates Cluster object with collection of genes and pathways
that fall within user selectethreshold value in the cluster. Each
gene in gene collection has an array of pathway objects that it is
related to according to KEGG's annotation. The cluster objsat

has a collection of pathways. Each pathwhss a pvalue that
associates it t@ fuzzy cluster. A pathway ha a collection of
genes that are active in its biological reactions. There is a many to
many relationship between the cluster object's gehection and

Table 1(a) Geres

f membeyshipalues.

Pathway Cluster 1 Cluster 2
Anthocyanin_biosynthesis|] 0.000898 0.000028
Betalain_biosynthesis 0.004431 0.00038

Geraniol_degradation 0.000699 0.000134

Table 1(b) Pathway-palues

Gene Pathway

ADH1A 1-_and_2Methylnaphthalene_degradation
ADH1A Drug_metabolism-_cytochrome_P450
ADH1C 1-_and_2Methylnaphthalene_degradation
CYP1A2 Androgen_and_estrogen_metabolism
YARS2 AminoacyHRNA biosynthesis




The application tools initialized with fuzzy clusters ofgenes,
pathwayannotatios and gene/pathway relationship dats The NODE_4

Uploader copdthe files to a local folder, agd a batch id to the

file names and returned data validation with batch id. The GEMNE PAPS52

application successfully created the tables for the uploaded data GENE M-VALUE : 0.955509
and displayed clusterselection menuThe software application

prompted user to select a cluster node fromupi@aded files, Annotated Pathways (4)
enter amembershipvalue and pvalue thresholsl for gene and [1.0]
pathways respectivel§Figure 7)

alic_pathwa

CLUSTER DATA ANALYZER L . ] Sulfur_

KEGEG CLUSTER GENES
T — VIEW BIO GENES

NODE 5 =1

I’:r&a"é ‘E | Figure 9. Annotated pathways for gene PAPSS2

HUmEs = This result confirms theeffectiveness of the FCM Clustering
] MEMESERSHIF E algorithm it successfully identiéd pathways thatignificantly

L THV > WALLIE relatedto a cluster as both pathways that the algorithm returned
INITIALIZE TABLE | are already annotated to the gene. Since the two fuzzy pathways
are already annotated tioe gene, there is no new pathway in the
fuzzy cluster pathway to which we may discover a new
relationship.

Figure 7. Cluster selection

We selected cluster 4 for our testirfgrst, weset themembership
thresholdvalueto 0.8 in order t@xtractgenes that are close to the
centroidwith at least 80% similarityThen, weentered 0.0for p-
valuethreshold tdfilter pathways thagre significantlyrelatedto
the fuzzy clusters. With these three inputthe cluster data

Next, we seleed gene GPD1 from our initial cluster resdiable
2(a) to view its annotated pathways. The fuzzy mapping tool
returned the followng resuls as shown ifrigure 10.

analyzer initialized the tabland all the necessary application NODE_4
components. The System displayed the following list of genes and
pathways that met ourembershipvalue and pvalue criteria. See GENE GPD1
Table 2 below GENE M-VALUE : 0.861694
Table 2(a). List of genes that have fuzzy cluster membership Annotated Pathways (1)
value greater han 0.8 [0.311542109] Glycerophosphelipid_metabolism
Gene membership value

1 GPD1 0.861694

2 PAPSS2 0.955509

3 SULT1A2 0.862279

Table 2(b). List of pathways that have fuzzy cluster probability VIEW BIO GENES
value less than 0.01 Figure 10. Pathway results for gene PAPSS2
T gatl?mrlell\illetabol'sm 5'8’225757 As the figure shows, gene GPD1 is annotated to pathway
2 BSurine Metabolism 1 0.007608376 Glycerophospholipid metabolism but Sulfur and Purine

metabolism (table 2) pathways are not on the list. The fuzzy
There is a relationship between the genes and pathways listedtlusteralgorithm has produced for us a gene with 0.8617 affinity
above. These genes have high similarity to the cluster centroid ago cluster 4 and two metabolic pathwayith p-values less that
indicated by their membership value. For example, gene PAPSS20.01. Given Dr. Zhang's hypothesis [4], there is a good chance
has 95% similarity to the centroid and is the ckb$em the other that gene GPDL1 is dangling somewhere inside the Sulfur or Purine
two genes listed. Tablgl®) lists pathways and theiryalues to pathway and is yet to be annotatéthus, weselected the Sulfur

the cluster. Low gvalue indicates high probability that the metabolism pathway to display its mg@gigure 11) Examining
interacting genes and enzymes in the pathway have close affinitythe map, a biologist sees relations between gene, proteins, and
to cluster 4. enzymes within Sulfur Metabolism pathway.

We chosegene PAPSS2 to view lists of pathways that it is
annotated tqFigure 9. The two fuzzy cluster pathways listed in
Table Zb) are also listed as being annotated to gene PAPSS2.



CLUSTER: 04
GENE: GPD1
PATHWAY P-VALUE: 0.0054757
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Figure 11. Sulfur Metabolism pathway map (KEGG).

5. CONCLUSION AND FUTURE WORK

We havesuccessfully materializeaworkflow for mappingfuzzy
clusters of genes to the existing biological pathwaygh the
software application, & have isolated an tamotated gee and
mapped it to a metabolic pathway.
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Power or Portability? Creating a Connection
Between Mobile Devices and Workstations to
Enhance User Experience

Eric Busch

Department of Computer Science
Winona State University
Winona MN, 55987

ebusch@mintapps.com

ABSTRACT specifications and towards usexperience. Users want to be
able to accomplish their tasks easily and with attractive- user

Many people own both a smartphone and a workstation interfaces. Another huge push in the computing industry has
computer. The reason for this is clear; there are advantages to been the emergence of mobile computing, including
both mobile devices and wor ks tspartphenes Smantphones hipverbeceme eare agct more populam o t
sides. While one can put a migbidevice ino n epdcket or and significant to users, and as a result, over the past few years
wear it on oneds arm, you c an osmartphenes haveseer largedncreagses in galeg asrisksowm in i o |
Meanwhile, a workstation has advantages of its own. One ofthe  Figure 1 and Fige 2.
biggest reasons large applications can be used on workstations is
2efcaus«te (;]f ghelr\\//vv%rlistitlgnt Bgtt Ifi woe I:oglcsi takesz aed\t/aﬂtarl)ge - heri tq:é%/ Many u ers of s artphong se to Sha.:E i
device together the advantage would be partially carried across mall endBrQ an rom their st rtph With e,
both platforms. By creating a retine connection between the workstations. Th|§ cregtes a wpnderful wagperience for the

) users of tkse devices, in fact, in a survey conducted by RBC

tv‘(’)? SFVIC;Tq we %c;l:gjelstcrease efiéiocy in many areas, most Capital and ChangeWave Research, they found that 99% of
hotably perhaps, Y. iPhone 3GS users were satisfied with their iPhone 3GS.
However, this useexperience could be taken even further. [1,5]

With a smartphone one can have this useperience no matter

Categories and Subject Descriptors
B.4.4 [Input/Output and Data Communications]: 2.PROBLEM AND SOLUTION

Performance Analysis and Design Aids Pehaps the largest difference could be made using dineal
connection between oneds worksta

General Terms keep notes updated and synchronized. In this case, these

Measurement, Performance, Design, Experimentation, Human specifics will be regarding the iPhone and its operating system.

Factors,Theory. The iPhone as well as many other smartphones, offers the

Keywords ability to share notes with one
] o ) doing this is to create a note in the mail application (Apple Mail,
Data entry, iPhone, keyboard, efficiency, software testing, Mac  microsoft Outlook, etc.) and synchronize the device through
OS X, smartphones, toucitreens. iTunes. The otheapproach to creating a note on your device is
to simply type it into the Notes app directly on your device. If
you choose to go this route the note will synchronize into your
1. INTRODUCTION mail application once the device is synchronized as well. So

o . . where is the isstfe One can create a note directly on the device,
The computing industry is always changing, but that may not o, o ne can create a note usin g t

have ever been truer than it is now. The bijgnfluence of synchronize it that way. If the usexperience approach is
computing has shifted away from features and technical

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided thi
copies are not made or distributed for profit or commercial advantac
and that copies bear this notice and the full citation on the first pag
To copy otherwise, or republish, to post on servers or to redistribut
to lists, requires prior specific permims and/or a fee.

Proceedings of the ¥Winona Computer Science Undergraduate
Research Seminafpril 19-21, 2010, Winona, MN, US.
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11,767.7
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100%

Figure 11 Gartner, Inc. Smartphone Sales Statistics as provided in Thousands of Unit

taken, we can enhance this abiktyen more. Imagine the case

in which a

familyods

shopping

could create the note directly on the iPhone or create it inside of
their mail application and synchronize their device, but this may
take more time than it shall If there was a pairing between the

two devices that could be used to automatically carry the notes

over the air, then time could be saved and productivity could be

| incredsed.i |a fadb this cognection eoald = dhared a&ass mahyy |,

devices and many worlkatons, meaning entire families could

ot her . It 6s

even be created in half of the time.

work on these notes together and
with each

possi bl e
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u WebOS

u Android

H Linux

® Windows Mobile
mOS X

B Research in Motion

H Symbian

Figure 2 - Gartner, Inc. Smartphone Sales Statistics ideftal to those found in Figure 1[3] [4]



3. METHODS There are20 test subjects, ranging in age from 20 to 23. The
abilities of the subjects varied greatly. While some of the
3.1. TECHNOLOGY subjects were very proficient with both an iPhone and a full

As is mentioned earlier, the iPhone is the primary mobile device keyboard, some were familiar with neither.

for these tests, and in the tests the desktop class OS X will also

be used. OS Xapps, if they are for the iPhone or for the Mac,

use referred to as Cocoa apps. The main idea of this is that 4. RESULTS

theyore writ t-€mwhidn &siasugers@bfiCeand i Vv Bhe results, much like the testers, are varied. But if you look
the full set of APIs that are very similar between the two  peyond the differences in the testing results, you can find
platforms. The conrtion itself will use the local wireless commonalities that show the true findings. The data is shown in
network and aechnology called Bonjour. [2Bonjour allows a raw form in figure 4, and the most obvious observation might
the two devices to communicate over the network and share pe that the lowest time for every single tester was the written
information in packets. Each time a key is pressed on the Mac  iPhone application.

keyboard or the iPhone keyboardhacket is sent to the other

device with the updated information. Because this is a push

method rather than a ping method it is extremely fast and saves
on battery life.

Tester 1 04:30.00 04:16.00 01:56.00
3.2. TESTING Tester 2 01:40.00 02:12.00 00:43.00
. . . . . Tester 3 05:20.00 03:53.00 02:41.00
The testing will be based around the idea of a generic shopping
list. The shopping list, as shown in Figure 3, will be used in Tester 4 03:26.00 03:13.00 02:57.00
three stages. Each stage will be timed as a total from the time in Tester 5 01:59.00 02:39.00 01:22.00
which typing starts until it is then on the dgwce. Then t.hIS data Tester 6 03:48.00 03:39.00 02:07.00
can be compared to test the efficiency gained. In the fagest
the users will enter the shopping list directly on the iPhone in the Tester 7 02:29.00 02:33.00 01:28.00
Notes application using the @treen keyboard. During the Tester 8 03:52.00 03:12.00 01:49.00
second test, the user will enter thg shopplnglllst into a note in Tester 9 03:11.00 03:01.00 01:56.00
Apple Mail and will then sync the iPhone device usingnids.
In this case, the timer cannot stop until the sync is complete Tester 10 02:48.00 03:13.00 01:58.00
since before this happens, t he Tester 11 04:56.00 04:10.00 02:59.001al |y
plewce yet. The third test vv_|II l?e when the user enters the Tester 12 04:16.00 03:41.00 02:39.00
information into the Mac application that was created fos t - - .
purpose. This will then send the note to the device in real time Tester 13 04:36.00 03:52.00 02:51.00
and as such the timer will stop as soon as the note on the device Tester 14 01:52.00 02:30.00 00:49.00
is completely transferred. Tester 15 02:12.00  02:33.00 01:02.00
Target Shopping List Tester 16 05:39.00 04:31.00 03:36.00
-Hand soap refills Tester 17 04:24.00 04:11.00 02:57.00
_Antiperspirant Tester 18 05:12.00 04:50.00 03:50.00
-Sunblock Tester 19 03:27.00 02:58.00 01:42.00
“Toothpaste Tester 20 02:57.00 02:31.00 01:16.00
-Diapers Averages 03:37.70 03:22.90 02:07.90
-Paper towels Figure 47 Raw test results of all 20 testers as well as averages

-Gallon of milk . . .
This is a very easy observationrtake, but is perhaps the most

-1 loaf of bread important. The reason it is seen is because of two reasons. The
-Mountain Dew first reason is that everyone who has taken the test, and probably
almost everyone else as well, is a faster typing on a full sized

-Cool Ranch Doritos keyboard rather than an iRt®onrscreen keyboard. The second

-Red 5 subject notebook reason is that this has completely eliminated the synchronization
<16 T7TEI AOEEAI A xEDA time. While it was expected that the average amount of time
) . would be lower, it was largely unknown how much lower it
-Nike One Platinums would be. Figure 5 shows the amowoftime saved as a unit of
-Blokus board game time for each tester, while figure 6 shows the average amount of

-Black dress socks time saved as a percentage of time for each tester.

Figure 37 The list of items testers entered



Time Saved

02:35.5 -
02:18.2 -
02:01.0 -
01:43.7 1
01:26.4 -
01:09.1 -
00:51.8 -
00:34.6 -
00:17.3
00:00.0 -

Tester 1 8
Tester 16
Tester 17
Tester 18

Tester 19
Tester 20

Figure 57 Amount of time saved as a unit of time

Percentage Savec

60.00%

50.00%

40.00% -

30.00%

20.00% -

10.00% -

0.00% -

Tester 1 g
Tester 2
Tester 3
Tester 4
Tester 7
Tester 10
Tester 11
Tester 12
Tester 13
Tester 14
Tester 15
Tester 16
Tester 17
Tester 18
Tester 19
Tester 20

Figure 67 Amount of time saved as gercentage of next best time

As is seen in the figures above, the most amount of time  seconds and the average amount of time as a percentage
saved was with tester 1, who saved 2 minutes and 20 was 36.43%.

seconds. The most amount of time saved as a percentage of S isinal f biect ble t full
the previous time was tester 2, who saved 57% of their kurE”S'Tjg y, very .e‘l:‘; su ]?C shwerz abie oluse a ud
entry time. The average amount tome saved was 67 eyboard very quickly, yet showed very slow spee
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proportional | yscreenkeydoad anfPthio n e § s REFERENCES
is supported by the fact that the percentage of time saved is

fairly consistent.
[1] Jean Crumring'Apple Soars Behind IPhone 3GS

5. CONCLUSION m;:nggtlu(;n.thangeWave HotWirBlog. Web. 15
It was estimated that one would be able to save <http://blog.changewave.com/2009/10/smart_phone_
approximately half of the data entry time. Through tests market_a apl_soars_rimm_palm.htmil>.

marking average user times in various data entry methods
have shown that data entry on an iPhone can become more
efficient. While the 50% t&l

pgig Inc. "%0 %'?CO§>%V§“1h ology g d,for the

=

average user, it was seen in the results of testers numbered r\l/erV/'/%W Al\p evleloper/ hnol / y h
1, 2, 14 and 15. Meanwhile, the average user saving <http://developer.apple.com/technologies/mac/cocoa.
36.43% of their time is pretty strong result. If an iPhone tml>.

user were entering data quite often this would be a

remarkable improvement for them. [3] Christy Pettey. "Gartner Says Worldwide Mobile

Not only could this method be used to enhance data entry, (F;TJ(;?tZrS ;é%ZFOMi?EetJ;ir;;;Z\g ggﬁ;%%ggq Fourth
it could also enhance many other areas. The same type of Gartner Tech’nology Business Research Insl@hﬁb
connection couldshare many other types of data as it is 16 Mar. 2010 '

created or modified. When a user downloads a new song or
changes the album artwork that change could be carried out
to all that users devices wirelessly. Perhaps another very

<http://lwww.gartner.com/it/page.jsp?id=1306513>.

large improvement could be seen witfctpres. Today [4] Holly Stevens. "Gartner Says Worldwide Smartphone
pictures contain a great deal of metadata. They contain Sales Reached Its Lowest Growth Rate With 3.7 Per
information such as where the picture was taken or who is Cent Increase in Fourth Quarter of 2008drtner
in the picture. Not only could changes to this data be Technology Business Research Insig¥ieb. 16 Mar.
shared across the network like in the previous examples, 2010.
but also pitures could be shared wirelessly using this <http://www.gartner.com/it/page.jsp?id=910112>.
platform across devices the moment theydre taken. An
iPhone could take the picture and it would _instantly be on [5] "Palm Pre, IPhone 3GS Owners' Satisfaction Polled,
the shared computers. The user experience could be Compared in New Study.” EngadgetWeb. 15 Mar.
enhanced greatly using the foundation and musho 2010. <http://www.engadget.com/2009/08/14/palm
presented here. pre-iphone3gsownerssatisfactionpolled-compared
in-ne/>.
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ABSTRACT

This research creat@an alternative to cruise control thens to
improve gas mileage for a car. By taking into account the
driving terin we propose a heuristic thednsides the forces

on a car while it goes up and down steep hills. This research
suggests a methotb decease fuel consumption by slowing
down while going up hills and regaining that energy while going
down a hill. The systerasespre-set parameters of a maximum
and minimum speed, while the algorithm corgrothe
accelerator, considieg the effects of air @sistance, gravity,
rolling resistance and how they change based upon the road
topology in order to minimize the amount of coasting and
acceleration. Tlsi has the effect of reducirflyctuations in the
engine and maintains the energy output closer to gyhap
medium instead of fluctuating while going up and down hills.

General Terms

Heuristic, Resistance (air, rolling, drag), grade.

Keywords

Energy preservation, Physics modeling,

1. INTRODUCTION

With the daily priceof gasolineincreasng, we are becoming
increasingly conscious of fuel consumption; in order to meet
EPA guidelines there are more and more electronic processors in
cars today. This research aims to find fuel saving measures that
produce significant gains in mileage over the common Gruise
Control byfactoring in the topological information of a route.

Our objective is to retrieve terrain information from maps, GPS
signals or any other source that lists elevation as a third
dimension for aroute then use that infoation to make a
decision about what speed will produte besfuel economy.

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided thi
copies are not made or distributed for profit or commercial adgan
and that copies bear this notice and the full citation on the first pag
To copy otherwise, or republish, to post on servers or to redistribut
to lists, requires prior specific permission and/or a fee.

Proceedings of the ¥Winona Computer Science Undergraduate
Research Seminafpril 19-21, 2010, Winona, MN, US.

Using the topology of a route ialso seen in commercial
truckd1l]. There are commercial trucks available that use
proprietary systems that we do not have accesiMuat is
available is some research within this field thatesumore
advanced techniques to reduce fuel consumptin, these
systems are more complex than what this paper proposes. This
research expasdon some of the research used in the truck
industry by applyingit to smaller vehiclesnd use fuel saving
techniques such as preventing idling while going downhill to
achieve gains in gas mileage[4].

2. BACKGROUND RESEARCH

There are systems available that take into consideration the
upcoming road terrain on the perfante of a vehiclee have
come across researdesigred with considerations towardse
commercial trucking industry with a complex leasst
algorithm that models the engine and physical forces to reduce
fuel consumption. Our researcises some of the @me physical
models to make a generalized mofgl We areusing data that

is readily available from any vehicle specificatioagch as
weight, car dimensions and theefficient of dragin order to
calculate air resistanc®Vith this information ve will be able to
applyanalgorithm to reduce gaonsumption

3. HYPOTHESIS

There is a system that can consider the upcoming road topology
that result in better gas mileage in comparison to standard
CruiseControl that produces a 7% gain in fuel econamgr a

road with 4660% grade hills that are 25 feet or higher. We
attempt to show there are gains that can be made in comparison
to Cruise Control given the specified terrain.

4. METHODS

There are several steps for conducting this research. First,
modelingthe external forces that are applied to a car specifically
air resistance, gravity and rolling friction while allowing for
other factors to be considered that act upon the car causing
changes to speed and fuel economy. Second creating a heuristic
to take hese factors into account and using that data to decide
the vehicleds speed based
route being tested. Next, the tests are conducted for three
different routes that consider cases that were laid out in the
model. The rests of these tests are recorded using an Auto Tap
streamer. This device connects to the OBDII port within the car.
This has been an industry standard since 1996 and sends out
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data about sensor readings in the car such as MPH, RPM,
percent throttle or brakswitch status. We use this to record
speed, fuel consumption and distance for our tests. Our heuristic
is implemented by taking the speed and distance of the car.
Using this information we compute the recommended speed of
our model and tell the drivethe difference from the actual
speed. Finally we tested our heuristic over a range of topologies
(a low grade road that is relatively flat, a medium grade road
with 40-60% grade hills that are 25 feet or higher, a high grade
road with more than 60%rade hillsthat are 25 feet or higher)
and compare this to using Crui€entrol. This allows us to
show whether or not the heuristic allowed significant gains in
fuel economy.

Our heuristic takes elevation data that was acquired from The
National Map Seamless Senjéj for any given route. This site
contains satellite scans of the USA that can range from 3 to 10
meters apart. Then with this data we can calculate the slope of
the road and adjust the forces that are acting on the car at any
given moment. The main olgjve is to minimize fluctuations in
the enginebds work so our
engine set to a level that would maintain the average speed on
level ground. We do this to prevent the radiator from removing
too much heat from the engind.the car is left to idle then
when the pistons fire the engine is cooled down by the radiator
signi fi c aowet tgmperduemeaarlowdr Ipressure
(Ideal Gas Law]then] less pressure Isft to push down on the
pistond [ 5] . Toraesondtapt the engimpeiheay
should be closer to constant. Once the engine is modeled
outputting a constant forcthe ideal speed is estimated by
factoring in air resistance (EQ. 1), gravity (EQ. 2) and rolling
friction (EQ. 3). These three forces ammportant because
gravity and friction vary depending on the slope of the road and
air resistance increases exponentially as the car gains speed.
When we created this algorithm some considerations had to be
made for the driver to ensure that the speed neaout of the
range that they could drive safely. To take this into

consideration we allow the user to specify a range within which
they can safely drive their car. Once the range is known the
sections that are outside of the desired speed are decr@ased o
increased before the car gets outside of the range. We were
unable to use data such as changes in speed limits to alter the
Al t hough

car 0s this

models.

speed.

F
“io
? =
2

Figure 1. Model of the different forces on a vehicle [1]
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Doa  Density of air.
\/ Velocity.
Acs Areaof a vertical cross section.
Cq Coefficient of drag.

Fy= G sinU (EQ.2)
G Gravity.
U Slope/grade.
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force of rolling friction
¢ coefficientof rolling friction.

normal force.

Ny

Figure 2. Equations describing theforcesin Figure 1.[1]

We conducted three tests on Highway 61 in Minnesota from
Wabasha to Lake City and from Red Wing to the intersection of
Highway 61 and Highway 316. On Highw&y in Red Wing to
Highway 316 there is a section with large hills and a flat section
so it was split into two different tests. Using an Auto Tap
Brpaingr on ac240 Puick Gegtury i godegted faga iomthey ¢ e
carodos sensors for s paawhsusadtb uel
determine the gas mileage, the distance the car has gone and
what speed was desired based on our heuristic. In order to do
each test, our routes had a fixed starting point so the heuristic
had a reference point to know where the car wahemoad, the

air conditioning was turned off and the windows were rolled up.
Once everything was setup our tests were conducted by driving
three times using cruise control and another three times using
our variable speed heuristic. Our heuristic was imgleted
using cruise control and manually changing the speed by one
MPH when the model specified. There were two people in the
car one to drive and one with a laptop connected to the auto tap
streamer. The passenger recorded the data on the laptop and told
the driver when they should increase or decrease the speed of
the car.



5. RESULTS

The tests that were conducted on flat terrain had results that

were expected; the speed stayed relatively close to the speeds
that were produced with cruise control as showfigure 3. We

can assume that with a flat surface it is optimal to set the speed

as a constant since all forces on the car will stay the same.

60.5
60
59.5
59

58.5

MPH

58

57.5 H
57

56.5

56

7600 8100 8600 9100 9600

Meters

10100 10600

Figure 3. Speed data for a low grade road test.

The test conducted on a section of road with large hills can be
seen in Figure 4. This test also shows what was expected from
the heuristic because the road starts with a large hill going down
and ends with a large hill going up. We can see that for the first
two kilometers the car is moving close to or at the set maximum
of 63 MPH. The car reaches a flat section for about one
kilometer after the first hill and we can see that the car begins to
reduce speed and soon after goes slower than the average speed
of 60 MPH as the car begins to climb a hill. We can see that in
between 3 and 4 kilometers the speed is close to 58.5 MPH
whenthe minimum speed is set to 57 MPH. This is because the
car is on a section of road with a lower grade than the section
around 5 kilometers. At 5 kilometers when the car is at the
steepest section of grade we hit the minimum speed because of
steep gradesl@ng this path.This shows that our heuristic

matches our intuition that the car will speed up while going
down a hill and slowdown while going up a hill.

65
64
63

MPH

0 1000 2000 3000

Meters

4000 5000  B000

Figure 4. Speed data for a high grade road test.

The route used for Figure 5 had plenty of ups dadns and

we can see that the speed adjusts accordingly. When comparing
the speed held by cruise control ahd speed recommended by
our heuristic, we can see that both of these speeds fluctuate
similarly. When cruise control fluctuates below the seedpmur
heuristic is moving at its minimum speed. This is expected
variance for the speed of cruise control because the engine
cannot keep the car at the exact value it was set to. The
heuristics varies the speed of the car because it takes into
consideratin the terrain of the road.

Using Auto Tap it was hard to calculate meaningful data from
the sensor that read the gas tank level. This was a challenge
because the sensor is getting
readings and the tank sways when the car is moving thus it will
return skewed data unless the car is resting on a flat surface. The
first way we tried to compensate for this was to analyze the tank
level using a regression line to find out the average fuel
consumption per mile. Figure 6 shows how our data from the
fuel tank sensor has been fitted to a regression line.

Il Cruise control

Heuristic

57
56
55
54
53
52
51
50

49
0 2000

MPH

4000 6000

8000

10000 12000 14000 16000

Meters

Figure 5. Speed data for a medium grade road test.
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This only worked for the medium grade because the length of
the trip allowed for more data to be collected and a more
noticeable difference for the tank level at the start compared to
the tank level at thengl. The steepest grade and low grade gas
mileage could not be computed using linear regression. The low
grade test did not consume enough gas, so when using the
regression test the line was calculated to have a slope near zero
meaning that there was no @&t gasoline consumption and that
could not happen. The steepest grade test could not use the
regression test because it would have shown that the tank was
gaining gas. This happened because when the car is on a down
slope the gas moves away from the semstficially lowering

the reading and when the car is on anslgpe the opposite
happens, the gasoline flows to the sensor increasing its readings.
This was showing data that would imply the car was gaining gas
thus we could not use this type of test fiscerning the gas
mileage.

15

Meters

Figure 6. Linear regression line from the gas tank readings

The data that was left that we could use to determine gas
mileage was from the starting point (where the car was
stationary and on flat ground) and by choosing@isn of road
close to the end that was flat enough to get a good estimate for
the gas tank. Using this method has shown to be less consistent
than linear regression; it also adds data from before the start of

the tests. This is because we are gettingadh& level from the
starting point where the car is idle. From there we do not start
the heuristic until we have accelerated to the speed limit.

Overall the results showed that the heuristic is working as
desired and that manually inputting the speed is a valid way to
test our heuristic. Our gas mileage results did fluctuate between
tests showing there is a high margin of error. We attempted to
correct this using linear regression but we could only do so with
our medium grade road. The second trial of the high grade test
received 35 MPG this is an outlier, the efficiency is much
greater than the estimated MPG for the highway. From this we
can assum that the actual MPG for the heuristic is less than the
calculated average. The results for mileage were surprising;
because from previous experience the car normally gets 25 MPG
on the highway during the time of year these tests were
conductedThis coutl be explained by the fact that the gas tank
would not be uniform throughoutOur sensor was taking
readings from the height of gasolimethe tank andhat does not
directly translaténto gallons Luckily the focus is on comparing
two methods so the esiavolume that was consumed was not a
concern. In order to show one method outperformed the other
we needed to know the values that we are comparing are scaled
similarly. Otherwise the rest of the data results seem to be all
within the same range and thaimportant for our comparison.

6. ANALYSIS

In order to make an analysis of our results the focus is on the
ratio between the MPG ratings we found between cruise control
and our heuristic as can be seen in Figure 7. For the low grade
test the ratio between the two methods was very close; with the
average MPG for our heuristic performing at 96 percent of the
average MPG for cruise control. Both of these methods were
expected to perform similarly because they were set to similar
speeds and the road stayed consistent meaning there were not
any hills. Fao the steepest grade road there is a large difference
between cruise control and our heuristic with the MPG for cruise
control sitting at 71% of the MPG rating for our heuristic.
Considering the outlier within the dataset, the actual ratio may
not be as lgh as the tests showed. Still with that consideration
we suggest the actual may be closer to 85 percent instead of 71
percent and that would still be a significant savings in

triall trial 2 trial 3 | avg ratio
low grade cruise 21.05| 13.23| 10.8| 15.03 1
heuristic 101| 23.36| 9.61| 14.35| 096
medium grade cruise 1067| 13.7| 7.05| 10.47| 0.86
heuristic 789| 1479| 13.83| 12.17 1
(”ne”;re‘:;‘g:‘eggi‘)dnetest) cruise 21.28| 2047| 20.64| 208| 0.99
heuristic | 20.08| 21.35| 21.57 21 1
high grade cruise 18.81| 15.41| 1454| 16.25| 0.71
heuristic | 13.58| 35.77| 18.91| 22.75 1

Figure 7. The MPG achieved with each test.
The linear regression test has more accurate results.
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comparison to cruise control. Even though the high grade road
showed results thatould suggest our heuristic is getting better
gas mileage than cruise control, we cannot support this due to
our inability to have an accurate gas reading. For the medium
grade road we used two methods. For all three scenarios we
measured the gas tank taking samples from the start and end
of a test. For a medium grade road we used data that was
analyzed using linear regression to achieve more accurate
results. This was not feasible for the data collected on our low
and high grade roads. When analyzihg data for a medium
grade road using a regression test we found that the two methods
produced almost identical results.

After conducting these tests we found some things in our
methodology that could be improved upon. The main problem is
the evaluation bthe cars fuel consumption lost a significant
amount of accuracy due to the gas tank reading fluctuating
because the liquid was moving around in the tank. If the car had
sensors that would give the instantaneous gas mileage by
monitoring the gas line (asan be found in more modern
vehicles) it would greatly simplify the process of analyzing the
results. Another problem that was noticed after running the tests
is that when we retrieved data for our route it was in latitude and
longitude which did not have direct mapping to miles so we
considered the distance for one degree latitude and one degree
longitude to be the same distance. This was incorrect because
the length of the longitudinal degree becomes smaller when you
move away from the equator. This dibt have a noticeable
effect on our experiments; because the change in the distance
from the equator during our tests was negligible. In practice this
could be corrected for simply by calculating the distance of a
longitudinal degree.

7. CONCLUSION

Our goalwas to show that we could make a heuristic that would
consider the upcoming terrain in order to get better mileage.
Considering our most accurate results for the medium grade
road contradict our hypothesis we cannot support our claim. Our
control tests we as we expected so we cannot point to any
major errors within our test methods. We also cannot make a
strong conclusion for a high grade road. Even though our results
might suggest that our heuristic preformed favorably,
considering the high margin ofrer within the data collected for
the high grade road we cannot make a strong conclusion about
how well our heuristic performs with large hills.
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8. FUTURE WORK

There were some problems with reading the gas tank. This could
be corrected by using a sensor tivatild read the amount of gas
going through the gas line to produce an instantaneous MPG
rating. There were also some factors that we were aware of but
had left out of our considerations such as wind direction, the
change of forces based on turns and raimsing the tires to lose
traction. A good addition to this project would be to add
considerations for when the transmission changes gears and try
to optimize based upon what gear the car will be using. We also
could have improved accuracy by having an oé@mreading
from our Auto Tap device that had an accuracy eR2%0mneters
instead of calculating the distance based off of the speed of the
car.
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ABSTRACT

This research project will attempt to find the point of
diminishing returns for the amount of time it takessearch a
room/area while increasing the number of rgbo The
independent variables were the number of robots and the size of
the areas/rooms arttie dependent variable wése amount of
area searched in a given amount of time. To help uncover a
geneal formula for calculating the point of diminishing returns,
this research project will use different size rooms/areas and
multiple robots. We were thinking that hile adding more
robots, the amount of area covered should theoretically double
for each robt added. This would also depd on what kind of
algorithm would beused to search the room/area. A more
thorough algorithm is going to search less area but be more
accurate than a more exploratory algorithm. For the purposes of
this research project, wenplemented a random, wadloiding
algorithm.

General Terms
Measurement, Performance, Experimentation, Theory.

Keywords
Robotics, Autonomous ReconnaissangePoint of diminishing
returns.

1. INTRODUCTION

This research project attempted to find the poindiofinishing
returns for the amount of time it takes to search a room/area
while increasing the number of robots. The independent
variables were the number of robots and the size of the
areas/roomsWe had 15 robots to use and 3 different size
areas/rooms The areas/rooms were squares made out of section
of wood, 7 by 7 feet, 10 by 10 feet, and 13 by 13 feet. The
dependent variable was the amount of area searched in a given
amount of time. For this project, we ran two sets of tests, one
set at one minetfor each test run and another set at two minutes
for each test run. Collecting this data helped to uncover a
general formula for calculating the point of diminishing returns.

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided thi
copies are not made or distributed for profit or commercial advantac
and that copies bear this notice d@hd full citation on the first page.
To copy otherwise, or republish, to post on servers or to redistribut
to lists, requires prior specific permission and/or a fee.

Proceedings of the ¥Winona Computer Science Undergraduate
Research Seminafpril 19-21, 2010, Winona, MN, US.
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We were thinking that while adding more robots, the amount of
area coveredhould theoretically double for each robot added.
This would also depend on what kind of algorithm is used to
search the room/area. A more thorough algorithm is going to
search less area but be more accurate than a more exploratory
algorithm.  For the pposes of this research project, we
implemented a more or less random, wall avoiding algorithm.
This provided a good average of all the different types of
algorithms.

The hypothesis for this research project wasthee number of
autonomously controlledobots increases, the amount of area
observed has an initial growth rate of 100% but decreases until a
point of diminishing returns

2. RELATED WORK

There are many aspects to robotics: movement, sensing,
communication, teamwork, reconnaissance and the task of
dealing with humans. One of the bigger topics is what type of
algorithm to use to search or traverse an area. This is an
important topic, because a good or bad algorithm can make or
break any of the other aspects.

There are many different kinds of easch projects being done
on the topic algorithms. For example, what kind of search
pattern searches the most efficiently, [&]. Another important
topic is how robots could move around in the most efficient way
given the environment it is in [1]. Oneerobot is able to move
around, the next task is location and mapping. Another aspect is
position, as in the robot being able to know where it is and
where the other robots are. Mapping is closely related with
position; mapping is keeping track of whehe robot has been
and how to convey this location information to other robots [2]
[3], [6]. Moving, sensing, and communication are all very
important because the robot would not be able to do much
without being able to perform some basic tasks.

3. PROJECT IMPORTANCE

Knowledge gained from a project like this is important because
as robots become more prevalent in society, they will begin to
work together to perform more complex tasks. Obviously, as
more robots work together on a task, thektwill be completed
quicker and quicker; but just like any task when there are too
many people working together, people start to get in each
othero6s way. When dealing wi
area, there is a clear upper lirtlhe case when é&me are
thousands or millions of robots. It just might be physically too
many robots to fit in the area and still be able to move around, or

t



it might be so many robots that the communication channels
between the robots are completely clogged with traffic.

There is a variety of situations and other projects or areas of
study that could benefit from the knowledge gained this project.
For example, humans could use the right amount of robots to
rapidly search for victims in potentially dangerous areas like
earthquake ruble while not redundantly or inefficiently using
resources. Another example is using teams of robots to explore
uncharted areas of foreign planets. The weight of a mission is
very critical because it is expensive to launch rockets into space.
The results from this research would be valuable to be able to
calculate the optimal number of robots to use and still get the
task done in a timely manner. The military also uses robots to
investigate hostile areas; it would be beneficial to know how
many robots it will take to search an area. The list goes on, but
basically any task where the time and speed of a task could be
reduced by adding more robots.

4. METHODS

To test this hypothesis, the research project was set up to use
three different room ses: a small area (7 feet by 7 feet), a
medium area (10 feet by 10 feet), and large area (13 feet by 13
feet). This provides an incremental increase, which helped us to
find a formula.

We had 15 robots available for this research project. This was
enowgh to be able to analyze the amount of change of the
observed area for each additional robot. The amount of robots
was just enough to uncover where the point of diminishing

returns is located.

The area searched was calculated by measuring the 12 mch til
grid on the floor. The robots were set to only 12 inches in front
of them, so when the robot stopped to search for a wall, we
estimated a foot of searched area around the robot.

4.1 HARDWARE

The robots that we used were RidgeSoft IntelliBiaot
educational robots. They use Java as the programming
language. The IntelliBrain controller has support for a number of
sensors, for this research project the robots used infrared
sensors, and ultrasonic sensors.

The infrared sensors are used for watghime spokes of wheels
and keeping track of the position of the robot. This is done by
counting the spokes and then using the size of the wheel to know
how fast the wheel is turning and how far the robot has traveled.
The sensor works by returning thesw@ince; when there is a
wheel spoke the distance will be very close, and when there is
not the distance will be far away.

The ultrasonic sensors are used for searching. Again, searching
is just simply looking around for walls and then avoiding any
walls. The sensor returns the distance by sending out & png
high pitch sound wave that is beyond the threshold of human
hearing and timing how long it takes to return to the robot.
For this research project, we have set the limit of the sensor to
12 inches.

4.2 SOFTWARE

The algorithm used for this research project was a pseudo
random turning, wall avoiding algorithm. The robot randomly

picks an angle in the range of negative 90 and positive 90, with
zero being no change in heading. Then the robot drives 12

18

inches and searches the visible @daoking around for a wall.

We set the sensors to be able to see only 12 inches. If a wall
was found then the robot determines the angle of the wall and
modifies the range for random angles. This ensured that the
robot das not drive into the wall and only traveled parallel with
or away from the wall.

We set up the algorithm to work off of a framework. Figure 0
shows the pseudo code for the algorithm used in this research
project.

While remaining time is less than time limit:
Search - for - wall();
If wall exist s then

Modify -turn - range() to avoid wall;

Else
Set turn range to random( - 90,+90;
Endif
Turn amount in turn range;
Drive 12 inch es.
Figure 0.

The details of the algorithm are contained in a few sub methods.
The first oneis the searciior-wall method which involves
moving the sonar sensor around and reading the values to
determine if there is a wall. This sub method returns a Boolean
as the result.

Another submethod was modifyurn-range to avoiditting the

wall. It took the angle of the sensehen the wall was closest
and subtracted 90 from that angle to return a range of negative
90 to this nely calculated value; or if the angle of the sensor
was less than zero, then the algorithm added 90 to return a range
of this nevly calculated value togsitive 90.

The last two sub methods we used were a turning method and a
driving method. The main algorithm would pass the angle to
turn or the distance to drive, and these methods would manage
the wheel servos to drive straight, or to turn clockwise or
counterclockwise.

Setting up this framework and having sub methods handle the
details allows the program to be very human readable and
flexible to how the details are preformed.

RidgeSoft has setup the robot to use Java and provides an
extensive API to élp programmers. For this research project,
we wanted to use a robot that runs Java because that is the main
programming language taught here at Winona State University
Computer Science Department. Furthermore, RidgeSoft has a
broad framework of préuilt methods that deal with hardware
details. For example, instead of controlling the details of how to
make the servo rotate, we only have to program how fast we
wanted the servo to rotate.

5. RESULTS

We started with taking a base measurement of how much area
was searched while using one robot within a particular area in
both of the time frames: one minute and two minutésore

tests were run using the same area and increasing the number or
robots. The results from this were graphed to show a curve and
they ilustrate where the point of diminishing returns is located.



The esultsappendixshows the data that we have collected for
each of the area¥x7, 10x10, and 13x13. The data is also
sorted ly how long the test runs were: 1 minute and 2 minutes.

Figures 1 and 2 shovthe results from the one minuted two

minutetest runs.
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Figure 2.

The data confirms that the amount of area observed doubles per

robot, but quickly diminishes and produces a logarithmic
looking curve Using thisdata, we have created a formula that

closdy estimates the gathered data, shown in Equation E1. This
formula was created by combining and substituting formulas of
trend lines produced by excel. The goal was to make a formula

that produced a trend linerfall of the curves grafted.

S =B*R2 + M*R + E, where:

S = Amount of area searched

A = Area of the testing area

R = Number of robots

T = Time of the run

B =0.0061Ai 1.48

M =70.0005A2 + 0.1019A + 8.1743
E =(0.25Ti 14)

Equation E1.
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This formulain Eqution Elproduces the following trend lines

shown in Figures 3, 4, and 5.
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From this data, we have also created a formula to estinete th
point of diminishing returnsshown in Equation E2. We came

up with this formula by just noticing a pattern between the area
and the point of diminishing returns. For the one minute test
runs, that point appeared to be at 2 minus the square root of the
total area; and for the two minute test runs, the point of
diminishingreturns appeared to be at 3 minus the square root of
the total area. We drew the conclusion that poimtiminishing
returns is the square root of the area minus the sum of time plus
one.

R = Number of robots
A = Total testing area (feet)

T = Time of the run (seconds)

T
R~ x/ﬁ—(aﬂ)

Equation E2.

Figures 6, 7, and 8, shomhere the cutoff is for the point of
diminishing returns.
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13x13 Area Test Results
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The formula produces a number that is close to a number that a
human would suggest as the point of diminishing returns. After
this point, the amount of additional searched area produced by
using one more robot is slim to none. This negligible gain in
performance is the definition of the term, the point of
diminishing returns.

6. CONCLUSION

Within the given parameters, the hypothesis has been confirmed.
As the number of autonomously controlled robots increases, the
amount of area observed has an initivgh rate of 100% but
decreases until a point of diminishing returns. We have
discussed and shown where the point of diminishing returns is;
additionally we have provided two formulas. A formula that
gives the position of the point of diminishing retsirrand a
formula that estimates the curve of searched square footage
while increasing the number of robots.

7. FUTURE WORK

The formula is based solely on the data collected in the research
project, so there will need to lzevariety offuture testing done
onthis formula; using different types of areas, a variety of range
sensors, longer run times, and altogether different robots.
Different types of areas include: rounded areas, areas with
obstacles, areas shaped like a building floor plan, and many
other types. Along with the different types of environments,
there aremany other types of sensors. Some eary quickly

scan and return the distances in 360 degrees. Furthermore, with
the advancement of robotics there are many different types of
robots; somehtat walk on 2, 4, 6, or even 8 legs; some that
balance on 2 wheels; and some that are much bigger and have
more wheels. Therare many more tests and studies to be done;
which will provide manyopportunities to adtb and adjust the
formula provided by tis researclproject
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Appendix 1: Resultsof Test Runs

Number Area Percent of| Percent of
of Searched Area Additional
Robots Searched Area
Searched
1 12 24%
2 21 43% 18%
3 27 55% 12%
4 31 63% 8%
5 32 65% 2%
6 32 65% 0%
Figure A1.1 Mi nute; 7 X
Number Area Percent of| Percent of
of Searched Area Additional
Robots Searched Area
Searched
1 13 13%
2 22 22% 9%
3 30 30% 8%
4 38 38% 8%
5 45 45% 7%
6 50 50% 5%
7 51 51% 1%
8 52 52% 1%
9 52 52% 0%
Figure A2.1 Mi nut e; 10
Number Area Percent of| Percent of
of Searched Area Additional
Robots Searched Area
Searched
1 13 8%
2 24 14% 7%
3 33 20% 5%
4 41 24% 5%
5 47 28% 4%
6 56 33% 5%
7 60 36% 2%
8 64 38% 2%
9 67 40% 2%
10 68 40% 1%
11 69 41% 1%
12 70 41% 1%
13 70 41% 0%
Figure A3.1 Mi nut e; 13

X

X

76 Area
106 Area
136 Area
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Number Area Percent of| Percent of
of Searched Area Additional
Robots Searched Area
Searched
1 29 59%
2 38 78% 18%
3 43 88% 10%
4 45 92% 4%
5 45 92% 0%
6 45 92% 0%
Figure Ad.2 Mi nutes; 7
Number Area Percent of| Percent of
of Searched Area Additional
Robots Searched Area
Searched
1 25 25%
2 36 36% 11%
3 45 45% 9%
4 53 53% 8%
5 60 60% 7%
6 65 65% 5%
7 70 70% 5%
8 71 71% 1%
9 71 71% 0%
Figure A5.2 Mi nut es; 10
Number Area Percent | Percent of
of Searched| of Area Additional
Robots Searched Area
Searched
1 24 14%
2 36 21% 7%
3 46 27% 6%
4 55 33% 5%
5 62 37% 4%
6 69 41% 4%
7 81 48% 7%
8 85 50% 2%
9 89 53% 2%
10 94 56% 3%
11 95 56% 1%
12 96 57% 1%
13 96 57% 0%
Figure A6.2 Mi nutes; 13

X

X

106

1306
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ABSTRACT

NI O, ompufOdtpuy , | i s a Jav a-bléckng t
10 as opposed to the old Java KPI which usesthreadper
connection blocking IOIlt is commonly believedhat the thread
perconnection model is not as efficient g NIO model and
thus should not be used anymofée aim of this research is to
find if this is indeed true, and tdetermine if there are any
situations in which using neblocking NIO is as efficient as or
even less efficient thathe threadperconnetion 10 model in
Java.

Categories and Subject Descriptors
D.3.3 Networking]: Input/Output Typesi Blocking 10, Non
Blocking 10.Networking Transport TCP.

General Terms
Performance, Design, Experimentation.

Keywords
Java, Networking, Input/Output.

1. INTRODUCTION

The Java New 1/0O (NIO) API offers several new features in

comparison to the old IO API, but our focus is specifically on the

nonblocking aspect of the NIO API. Because thEONAPI in
Java uses nehlocking 10 unlike the threaeperconnection
model| it is oftenassumed to be more efficient than the Igttér
However, this may not be the case in all situations. dvezall

that is managing the conteswvitching between threadShere are

threads quite efficiently; efficient thredwandling could make a
difference in the efficiency between nbtocking 10 and thread

perconnection 10O.

The advantage of bloglg IO is that it is significantly less
difficult to implemen and debug than NIO. This is because the

because it can be left to simple context switching of the threads,

which is carried out by the underlying operating system. With
INEDT the prograsnmeT Aelds to be concerned with more problems,

such as how many threadsuse for the connections based on the
natur e of t he application.

Si

usually more complicated, it is generally more default to debug

than blocking 10. Due to its greater implementation complexity,
NIO should only be preferred ithe performance increase is
significant.

2. HYPOTHESIS

There is an operating system environment whibeghreadper
connection model requires les€PU processing time and
introduces lessonnection reques$atency than the NIO model.

3. METHODS

This researchinvolved various experiments thabmpare the use
of the Java NIO API (noblocking 10) to the older 10 API
(blocking threaeberconnection 10) with everything else being
equal.

The experiments wereperformed using two custom Java
programs: a client and server. During thexperimentsthere

were five clients and one server, as shown in Figure 1. Each client

had hundreds or thousands of TCP connections to the s€higr

was strictly a serveside analysis, so although the performance of
the clients wasnonitored, we are only concerned with the results

of the serverds performance.

nc

The

! A > : gathered from the clients is the latency experienced with the
performance relies heavily on the underlying operating system seryer; this is determined by calculating the difference in time

| ! : from when aclient sends a request to the server to the time that it
many claims that newer versions of the Linux kernel handle ygcejves a response.

programmer need only implement a thread class to handle a single

connection, and spawn a new thread every time a connection is

initiated. Switching betwen the connection requests is simple,

Permission to make digital or hardgies of all or part of this work
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copies are not made or distributed for profit or commercial advantac
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Figure 1. Server connected to five clients.

In each experiment, there was a distributed load on all the

connections to the server. Each client sent a 1 KB request every
three seconds on each connection to the server. When the server
received a request, it then performed a minor simulated process,



as well as a small disk access. It then simply echoed the requedimit in the underlying OS on the number of threads per process.
data back to the client. This process was intended to makesthe te Despite his, six thousand connections is still a large enough
environment slightly more realistic and to put a greater load on number to make comparisons between the two models. Indeed,

the CPU. many real environments do not need more connections than this.
The operating systems that were tested in the research are the

following: 4, RESULTS AND ANALYSIS

- Windows Server 2003 Most of the graphs that are shown in this paper are ta&emthe

- Windows Server 2008 Java Management Console, which was used to dynamically
- Ubuntu Server capture information about resource utilization as the server was
- Solaris handling requests on the connections. It is important to note that

the Java Management Console automatically adjusts the cfcale
The MINA (Multipurpose Infrastruture for  Network these graphs dynamically, so one should pay close attention to the
Applications) NIO Framework is used for the NIO server scale of each graph in this paper to properly make comparisons.
implementation. This is a Jafiemmework that is commonly used
for NIO implementations [2]. The thregqmbr-connection model is ~ As expected, the server consumed much more memory when
simple to implement in Java, so the Java API could be use using the threagerconnection model than when using the NIO
directly when implementing it. modd. This difference can be seen when comparing Figures 2 and

3. The threagperconnection model used over 300 MB of heap
The analysis of these experiments was based on three criteriaspace, while the NIO model used less than 40. The linear growth
CPU utilization, memory usage, and latency. CPU and memoryin memory usage is simply due to the steady increase of
usage were primarily evaluated from the output of the Javaconnections tohie server; the line flattens out due to the server
Monitoring and Management Console, whisha crossplatform completing the initiation of all connections.
tool included in the Java Development Kit (JDK). CPU utilization
was also monitored with the resource monitoring tools provided in One interesting difference here is that the NIO heap usage does
each operating system to get more detailed information of how not seem to increase as steadily as the heap usage of the thread
each core of the CPU was being utilizednc®i the threager perconnction model. Note thas the number of connections is
connection model will aimost always have a significantly greater increasing, the clients are already sending requests on the existing
number of threads than the NIO model, it is almost a guaranteeconnections, so this affects the heap usage on the server as well.
that threaeperconnection experiments will have greater memory The most | i kely cause for the dif
utilization; thus, although memory utilizatio is used in Ml NA Fr a mmplementatios forisome reason causes the
comparing the different experiments, we are primarily concerned Java garbage collection to be run more often. Again, the scales are
with comparing CPU utilization and latency between the two different in the two graphs, so this difference is not as great as it
models. seems.

The Java Virtual Machine (JVM) used for all of these experiments -Heap Memory Usage
was the Java Hotspot Server Virtual Machinéjoh is included 400 Mb +
with the JDK. There were a number of settings that needed to be nd
changed to the JVM and the operating system environments to 4 336,160,048
make these experiments work. The heap space for the JVM had tc | 300 Mb 1
be increased to 512 MB to allow for the greater mmgntioat the
blocking 10 model requires. Additionally, since thrgaer 200 Mb 4
connection by definition will result in thousands of threads during
the experiments, the JVM thread execution stack size had to be
decreased down to 128 KB to prevent too much memany fr 100 Mb +
being used. In Ubuntu Server, the maximum number of file
descriptors (sockets) had to be increased from the default value of
1,024.

0.0 Mb

16:40 16:45 16:50 16:55

The number of connections initiated in all the experiments was Used: 336.2 Mb  Committed: 356,86 Mb  Max: 477.2 Mb
6,000. Since it is not feasible to initiate this many resotions
instantaneously, each client initiated a connection every 500
milliseconds. The number of six thousand connections was
decided for circumstantial reasons. Initially it was decided to use
three different test scenarios of the number of connections,
ranging up to 25,000. However, it was very difficult to obtain this
number for a variety of reasons. Despite making several changes
in the JVM and the underlying operating systems, only about
6,000 i 7,000 connections could be established in each
experimat in the threagerconnection model, despite having
plenty of memory resources left in the system. This could be due
to a limitation in the JVM on the number of threads, or even a

Figure 2. Thread-per-connection heap usage.
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-Heap Memory Usage ~Threads
40 Mb - 40
Used

30 Mb M 4 28,765,200 Live threads
30 ———————— < 30

20 Mb 1
20

10 Mb 1 m

0.0 Mb -
10

17:20 17:25 17:30 12:35 15:10 15:15 15:20 15:25
Used: 28.8 Mb  Committed: 41 Mb  Max: 477.2 Mb Live: 30 Peak: 30 Total: 31
Figure 3. NIO heap usage. Figure 5. NIO Thread count.

Figures 4 and 5 show the difference between the two models inThe results of the CPU utilization from thexperiments are
terms of the number of threads used and how that numberinteresting. In each case, the thrgemiconnection
increases as more connections are initiated. As mentioned earlieimplementation actually used significantly less percentage of the
the number of connections was purposely increased in a linearCPU than the NIO model. Figures 4 and 5 demonstrate how both
fashion by initiating a new connection from each client every 500 models utilized the four cores of the CPU and to what extent
milliseconds. As expected, the graph of the thread count for theHere it can be seen that in both cases, all four cores are utilized
threadperconnection model reflects this linear increase. The nearly equally. However, the NIO model consumed more CPU
graph shows that the thread count stops at 6,011; six thousand ofesources.

the threads are connection threads, and the other eleven threads

are handling other tasks.

Figure 5 shows how the NIO thread count increases in a step
fashion rather than a linear one. As the number of connections
increases, the MINA Framework allocatesorm threads as
necessary to handle them. Here, the thread count stops at 30
which is a significant difference from 6,011.

[~CPUUsage — | [ CPU Usage History

_Th d - . . ™ .
S5l Figure 6. Thread-per-connection CPULutilization on
4000 , Windows Server 2003.
Live threads
&,000 < 6011
5,000 ~CPUUsage — [ CPUUsage History
4,000
3,000
2,000
1,000 1
0
Figure 7. NIO CPU utilization on Windows Server 2003.
16:40 16:45 16:50 16:55
Live: 6,011 Peak: 6,011 Total: 6,011
The following graphs compare the CPU utilization of the server
Figure 4. Thread-per-connection thread count for the two models across the four operating systems that were
tested. Again, these graphs are taken from the Java Management
Console.
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Figure 10. Threadper-connection on Windows Server 2008.
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Figure 12. Threadper-connectionon Ubuntu Server 9.
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Figure 14. Threadper-connection on Solaris 10.
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Figure 11. NIO on Windows Server 2008.
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Figure 13. NIO on Ubuntu Server 9.
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Windows Server 2003 and 2008 showed very similar results. In greater than 10ms could not be producelbisTis not a great
both, the CPU usage of the thrgael-connection ranged from  enough distribution to dive conclusions about latency.
approximately 4% to 7%wwhile the NIO CPU usage tended to
range from 40% to 50%. This is roughly a tenfold increase.
5. CONCLUSION
Ubuntu Server 9 and Solaris 10 also had very similar results toln environments with a similaworkloadto these experiments, the
each other. In both cases, the thrpadconnection model usually 10 model used is a tradeoff between CPU processing time and
did not exceed 5% CPU utilizati. Interestingly, in Solaris 10  memory utilization.This paper demonstrates how the NIO model
there are a few brief dramatic spikes in CPU usage; the exactcan be less efficient than the thrgaer-connection model in some
reason for this is unknown, but it is perhaps that garbage environments, depending on its implenaiun. Even if the
collection is running briefly and is for some reason taking up efficiency of the NIO implementation in this research could be
more CPU than in the other cases. improved it is clear that it is more difficult to gain this efficiency,
and this is something programmers should be aware of. 8iace
With the NIO model in Ubuntu Server 9 and Solaris 10, the CPU threadperconnection model uses a mal amount of CPU
utilization did not exceed 10%. Again, this is a significant resourcesn these experiments, is sufficient for this kind of
increase in CPU usage, but only twofold, unlike the Windows workload

systems. 6. FUTURE WORK

Again, the threagberconnection model surprisingly More research needs to be dot® see how blocking and nen
outperformed ta NIO model in all cases in terms of CPU blocking IO perform when there are more connections and when
utilization. This could be for a variety of reasons. One logical there is more bandwidthsedthan in these experiments. There are
reason is thait is partially due to the extra overhead the MINA many other test cases that could be performed which may produce
Framework (or any NIO implementation) has of context switching useful results. One such experiment would involve many
between connectiondn the threaeperconnection model, the connections being connected and disconnected thI’OUghOUt the
context switching is handled by the operating system, and it couldexperiment; this would be a more refitistest case for many

be that this overhead is not as great. However, Figuligsdd not environments.

fully capture the CPU utilization for things like thread context 6. ACKNOWLEDGEMENTS
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Framework used in these experiments could be further improved .
to be more efficient. One improvement may involve finding ways 5 Bel oglavec, S., Heril ko, M.
to reduce the frequency that garbage collectiorun. However, 2005. Analysis c_)f the limitations of multiptdient handling in a
even if it were possible to drastically improve the efficiency of the Java_seryer environmer8IGPLAN Notd0, 4 (Apr. 2005), 228.
NIO implementation, it is important to note that the measurements POI=nttp://doi.acm.org/10.1145/1064165.1064170

of CPU utilization of the threagerconnection model in our . .
environment were quite minor; thus, thisodel is certainly [4] Taboada, G. L., Tourino, J., and Doallo, R. 2009. Java for high

reasonable in a similar environment if memory usage is not aPerformance computing: assessmentofrent research and
major concern practice. InProceedings of the 7th international Conference on
Principles andPractice of Programming in Jay&algary,

It is interesting to see how Ubuntu Server and Solaris do seem tof\IPerta, Canada, August 228, 2009). PPPJ '09. ACM, New
handle threads more efficiently than the Windows environments. Yo% NY, 30-39.

The NIO model in Windows usepproximately five times more ~ PO!=http7/doi.acm.org/10.1145/1596655.1596661

CPU than the other two operating systems, however there is not a

significant difference of CPU efficiency across operating systems [2] Li: P. and Zdancewic, S. 2007. Combining events and threads
for the threaeher-connection model, for scalable network servic@splementation and evaluation of

monadic, applicatiotevel concurrency primitivesnl
Proceedings othe 2007 ACM SIGPLAN Conference on
Programming Language Design and Implementai8en Diego,
eCalifornia, USA, June 1013, 2007). PLDI '07. ACM, New York,
NY, 189199. DOI=
http://doi.acm.org/10.1145/1250734.12507

No accurate analysis could be performed on latency dimee
average latency in every test case was less than Ilwss.is
mostly due to the fact that the clients and the server were on th
same Local Area Network (LAN). Despite efforts to put a greater
load on the server to induce higher latency, an averdagecia
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ABSTRACT possibly being spam mail. Not only is there a huge volume of
o o email being sent on a daily basis but also over 50% of that traffic
Email is a common attack vector for phishing, spam and otherjs majicious or undesired. This is made possible due to the

malicious attacks. Undesired email messages are received byre|ative ease and low cost creating email accounts and sending
users on a daily hourly or even minutely basis. Curretitigre messages.

are tools that will scan email attachments for viruses oréwon
display content until the user allows it; however, there seems to be
a lackof tools to analyze other parts of an email. One of these ..,
areas is the liks contained within an-mail. In November2009

ICANN officially started supporting the use of ndmtin T
characters in URLs. This opens up a whole new attack vector for
malicioususers to create links that look like credible URLs even
when the actual URL is examined. Thseof multiple character

Mail Checked at Most DCC Servers

300 M

200 M

nessage/day

setsina URLand | i nks t htat craiblea DNS r
lookup are things that should make a user more cautious of an ™"
emal. .
Apr Hay Jun Jul Aug Sep Oct Hov Dec Jan Feb Mar
314620504/ day 217071406/day 166470815/ day
Gene’a| Terms O total mail M possible spam O likely spam
2009/04/14 15:00 UTC

Algorithms, Experimentation, Security.

Keywords Figure 1. Graph of email and spam mail [2]

Email, Security
On November 16, 2009 ICANNthe Internet Corporation for

1. INTRODUCTION Assigned Names and Numbetaunched its Fast Track Process
which allows countries to imede nonLatin characters in Domain
It is common for hackers to semdalicious linksin an email in Names[4]. While this is a big step forward toward a more

attempt to trick users to clicking on them either to send them to ainternationalized Internet it also provides new issues in the realm
phishing website to collect personimformation or to collect of security. Already, the use of characters that look very similar

information about valid email addressto comple quality to each other is causingoncern and problems in computer
mailing lists to sell. security. At the 2008 RSA Conference, Chris Novak talked about
how letter substitution is being used as an-frénsics measure
Distributed Checksum Clearinghouses or DCC has over 250an.CI to perform phishing scams thr°“9h~em‘"{‘"- Y(_)u can see in
X Figure 2 t ha tlodklkhe safeiroboth instancaswot e r
servers that use a checksum based method for detecting spam " N ;
) . - - ) he word fAhacko. The top instan:
emails. Their servers trackeder 300 million email transactions . O . .
; . |l ooks |like fAad mixed into the La
on an average day in 2009. Figure 1 shows a graph from DCC .
i . . uses all Latin characters [1].
that shows the total number of email transactions along with the

possible and probable portions of that email that was spam [2].

The bottom area of the graph pink shows the number of those Cyrillic
emails that are spam, the middle red section is possible spam, with h d C l{
the remainder in blue showing the remainder of the total email -
going through DCC servers. According to their estimates 53% of 'x0068 x0430 L \x0063 \x006B
the email transactions arkdly to be spam with as much as 67%
\x0068 x0061 \x0063 ‘x006B
Permission to make digital or hard copies of all or part of this work Latin h a C k

for personal or classroom use is granted without fee provided thi
copies are not made drstributed for profit or commercial advantage
and that copies bear this notice and the full citation on the first pag
To copy otherwise, or republish, to post on servers or to redistribut
to lists, requires prior specific permission and/or a fee.
Procesdings of the 10Winona Computer Science Undergraduate For a human it would be nearly impossible to tell the difference
Research Seminafpril 19-21, 2010, Winona, MN, US. but as the figure shows, if the numeric or byte value of the

Figure 2. Different characters that look the same [1]
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characters are examined the difference becomes apparent. Mostnd hopefully snilar functionality will be added to email clients
commonly letter substitution is used to hide files on a machine soin the future

a directory looks correct when inspected visually. Letter

substitution could also be used to trick users by making new 2. METHODS

malicious URLs that look like common trusted links. 2.1System Overview

) o ] ) Our system was developed in Java usirgtavaMail API. The
Which of the following links would bring you to a popular social  pasic flow of the system is to open a specified folder in an inbox

networking site? reading in each email one at a time. As the emails are read into
the system it parses out the links from the body of the email and
http://facebook.com passes the links as strings to aaitieg method. In this method
or: the links are parsed through byte by byte and the character set for
http://f@zebook.com each byte is stored. Once all bytes of the link have been
processed heuristics are used to determine whether or not the
Would you believe that one of those links contains-hatin character sets in the link should ¢suse for alarm.

Characters? No matter how closely they are examined it isf this test is passed the IP addresses associated with the link are

visually impossible to tell the difference, but the byte value of the hen compared to several blacklisting servers to add another layer
fad i n t hwouldshowathatdtisICyrilicknot Latin. of checking for malicious links.

In the past attackers have made links such as 2.2 Link Parsing

into thinking that t he | iNawk '3neﬂ1£l'tonn9aketth%me Blable
that visual clue atthb egi nni ng Afake. ruo {higiséﬁ{ g

fihttp://fake.rufusersBanksSit e./EBCRgrwiuaﬂ"c(\ﬁentthé’sitsto%ﬁme%o%ﬁ)?ﬂidegti iﬁglincké"‘ié eless
ﬁhl the

84 , howe¥el Yiddihg® & Ijnkfirp lain tte t ©mail can be

?is Wi Baddd® © -

. e

attacker s. Wh e n u s BankSite sceoemoa,. . I -

they mustake astep back and ask if that is the link for their bank, atcr;g SPe ':;&Cﬁj:i(éfsggngaﬁgg gd%es?hl:ébd;;(fjsg z%a(t:eg and

or s that nao actually from LUGHRER FEREED AN AN B0 Her it o 9
trick theuser intogoing to a malicious website. Afwwwdo and Ahttpo as a signal t

check what follows. Because of the inconsistencies in how a link
is identified by email clients we decided tgeua fairly simple
method knowing that any email client that implemented this tool

Even for a careful user who is aware of this kind of trick it could
be very hard, (if not impossible) to spot a good letter substitution.
Microsoft Power Point uses the same visual character for Cyrillic
a_nd theL atin fao which woul d ma kteoo'lt s'i”?rppolsy S pllei t g0 ttheel It e &
difference without looking at the byte value. The problem with brackets are used to separate out the linkm html. After
t.h's is that for a human, Inspecting the numeric yalue of thes.esplitting the text into smaller strings the system checks for strings
links would be extremely tedious. Because of this, software is PN . = N ) -
; o o ) . St hat bewwwo, wianhld fhttpo (which i
needed taid users in identifying possible security threats of this

kind. 2.3 Character Set Checking

) ) Once a link has been identified it is passed as a String to a method
Blacklists are lists of IP addresses that are thought to bethat looksthrough the link one byte at a time, categorizing the
associated with spam. Many different approaches are used tthytes by Unicode character set. Before this byte by byte checking

create these lists but the purpose is all the same. They provide@ s per f or med al | A. o, A/ d ar e
means to look up an IP address and see if it is known to be spamghttp:/6 and fhttps:/ /6 that start
Most email clients compare the Heldressesf incoming email thosecharacters would still be used by URLs that are created with

traffic against some form of blacklist. This technology could also gz different alphabet. Once those characters are removed the string

be used to do lookups on the IP addresses obtained from a DN$s examined one byte at a time to determine which Unicode block
lookup on a link containedithin in an email. each character fits into.

A Unicode byte that starts with at@lls us that it represents a full
Currently many spam attacks have to be sent using manycharacter by itself. When a byte is in the form 110xxxxx we
hundreds, thousands or millions of computers to avoid having theknow that the next byte is also part of the same character and is of
spam marked as junk mail by the blacklist filters. If the IP the form 10xxxxxx [3]. When the value of the byte is less than
addresses associated Mlthe |inkS Wlthln these emails were aISO 128 we know that the by‘t@presents a basic Latin character. If
blacklisted attackers would have to not only send their spamihe byte is 128 or greater we need to look at the next byte or two
emails from many locations but also host their malicious content depending on the value of the first byte.

at different IP addresses to try to avoid blacklisting. -
y 9 Once we have all the bytes for the character it is converted to

) ] ) binary and the leading bits that are ufmdthe Unicode encoding
We createl a toolwhich when preided a pool of emails would ~ are removed. For a two byte character this gives us a total of 11
parse through the text to find links. Then once the link is pits, These strings of bits are then put together in order. This
identified couldlook for mutiple language sets in the linksid if leaves us with the binary bits that make the actual decimal value
this test is passed it would do a DNS lookup on th& &nd of the character. Once conwitto a decimal value it can easily

compare the resulting IP addresgath a blacklist site. This tool  pe compared to the decimal ranges for the Unicode character
is to be a proof of concept farsingthis kind of threat analysis
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blocks. The character block that the character came from is thercharacter was left as plain text. However in these dhsekinks
identified and a counter for that block is incremented. also appeared in a plain text section of the emails and so each link

i di d roper| o through the tool o
2.4 Blacklist Lookup prop y 9 9

Once the ente link has been examined the counters are analyzed. Table 1 Test Results

Percentages are created for what percent of the URL is in eadhType of Link Total | Expected results | Failures
character set. For this experiment, it is assumed that if 100% qf Latin Valid URL 23 23 0
the characters are not from the same character set, the link is mgshon-Latin URL 8 6 2
likely malicious and the tool will return a failure. Latin URL with norLatin

If a link passes the character set test it then goes through “(K::g\:\?:tglrastcklisted ORL g ig é
blacklist check. The system does a DNS lookup on the link t

retrieve all IP addresses associated with that URL. Then a lookup
is done for edt of those IP addresses against two blacklist sites. Every fully Latin URL such asvww.google.com passed the test
More sites could easily be added and there are many more tawithout being flagged. In every case where a link used a non
choose from. For our proof of concept it was decided that two Latin character the use of these characters was correctly
blacklists would be sufficient. If the lookup succeeds, the link is identified. When a link does contain more than one character set,
consideredto be malicious because it is listed on one of the like this oneht t p: / /it i |atsumed tm benalicious.
blacklist sites. However, one of the instances in our test cases was a non
2 5 Output malicious link that used Japanese characters mixed in with Latin
-0 Vutpu characters.  The URL http://jawikipedia.orgiwikii o,
For our prototype system the results of the character set checkingoints to a valid Wikipedia page, but the Japanese characters on
and the blacklist lookup are summarized and displayed in thethe end cause it to be marked as malicious by our Tha shows
consol for easy analysis. If this were to be lengented into an that our original assumption, that any URL with more than one
email client the return values from those methods could be used tacharacter set used can be assumed to be malicious, is incorrect.

filter the emails into a junk mail box or to alert users of a potential . . . . .
J P In the cases where links were simulating a link that is mosti

blem.
probiem ] Latin all but two passed. One that failed was using Chinese
2.6 Testing the System characters with fA.cndo for the to
The original plan was to test our application against a large pool"http:/CFHIAGNelieeAmiEc%npp  whi ch is Nepali

of real spam mail that was known to have examples of the targetwi t h t he #A. npodo country cwihe for
problems; however, the use of Rbatin character sets is so new nonLatin character sets become used in real links something may

we could not find any exampl e seedtbbetdbne ® account fordatih topMevel Hodhains mithindns o r
the wildo. To combat t hi end we Latinactarastezsvi@r the fFest offthe dRL, suchl as ehacgingetle s
hand crafted emails to an email address that was specifically setugountry code and the character sets.

for testing this tool. They sent emails with many to no links, One thing that wasat considered before this was links leading to

some with multiple character sets, some with just one, and some; N b
with URLs acquired from the blacklist sites the tooliing for file downloads. One of the artificial links that was provided led to

blacklist lookups. This way all of the aspects of the tool received a .doc f'le.‘ The method for link parsing proposed here was able to
testing to show that the concept is a possible solution. handle t_hl_s correctly. The special cha_racters were_removed and
the renaining characters were categorized. But this would not
The test emails contained 23 valid Latin based links, eight links work for a file name that is in a different character set that is
that were supposed to represent what a possiblé waliLatin hosted on a Latin URL. File names may need to be excluded from
link would look like, 27 were Latin URLs with nelnatin this type of character analysis.
characters mixed in, and 15 came from blacklists. Within the ) o ) )
eight nonLatin URLs two of them were predominately from a Each of the 15 instances of blacldidtlinks that were included in
nonLatin Character set with the corresponding country code or the artificial test emails were identified without any issue. One
top-level domain in Latin characters. The 27 Latin URLs with Problem that was discovered with the blacklisting feature is it can
nonlLatin Characters contained a valid URL with mostly Latin 2add a significant amount of time to processing an email. = Links
characters but also contained Japanese characters which led totRat are not found on aamklist must timeout. This means an
Japanese wiki article. In addition to these artificial emails, the tool €mail with a significant amount of valid links could take a

was run against a personal junk mail folder containing over 600f rustratingly long time to load

emails with and without links. Because of this the blacklists used must be carefully chosen and
using more than one or two woutdobably not be practical in a

3. RESULTS real world application.

3.1 Artificial E -Mails 3.2 Real Spam

After running the artificial test emails the results showed almost Surprisingly out of the 600 emails we ran through our tool not a
exactly what was ex_pected. _One problem that showed up Wassingle blacklisted IP address was found. There were also ro non
some of the Ilnks_ with nohatin cha!'acters seemed 10 pec_ome Latin characters identified. Because the ability to usese
split at the nofLatin ch_aracter. This is due to some email cllent_s characters is so new, this is not a surprise.

creating an html version of the email automatically. When this
happens href tags which are used to identify a link in html are put

around the front part of the link and the part after the-lretim
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4 ANALYSIS The most surprising result was that not a single link, in over 600

i - . spam emails, lead to a blacklisted IP address. More research
4.1 Artificial Emails needs to be donen this to determine if it is because the IP
The results of these tests shows that by going through a link byteaddresses that these links point to, are so spread out that
by byte an email client could identify when more than one blacklisting will not work, or if the issue is simply that the IP
character set is being used to create a lifihe test case of a valid  addresses associated with these links are not being blacklisted. If
URL with Japanese and Latin characters tells us that moreit is the laterwe can start blacklisting the IP addresses found from
sophisticated parsing will be needet@he only real clue that the links in known spam emails and build new blacklists to be used to
Japanese characters shoul d be bladk messagas caming fromenewd geraders butattyingt th attack e g i
of the URL. One possible idea isltmk for the top level domain  users with links that lead to known malicious hosts.
or country code of the URL. Then, if the nbatin character set
is from a character set associated with that code a less sever@' Future work
warning could be provided or mixing between those charactersThe main improvements the tool needs are better heuristics for
and Latin characters could be viehas safe. identifying when mixed character sets should be flagged as a

The results seen in the blacklisted links shows us that we canPOSsible threat. Experiments with the country codes and character

expand the use of a well known technology to provide greaterSEtS especially need to be done. The two areas where the tool did
protection for email users. not perform as needed were cases when the alternate character set

) matched the country code. A new heuristic that allows for mixing
4.2 Real Emails Latin characters with those from the character set associated with
the country code would be one possibility. Another possibil
would be to assign different levels to the threat and mark those
links as less severe of a threat than ones with a country code that
does not match the character sets.

Being that the application found no malicious content in the links
of the eal emails tells us two things. First, using multiple
character sets to trick users into following a malicious link has not
become main stream. While this was not found in the wild in this
project, it is a problem that will be used to attack users in the Work should also be done to determine the validity of using
future. The sooner counter measures are implemented to prevertharacter set analysisrflinks to documents. A study could be
this from happening; the harder attackers will have to work to done to determine the likely hood of someone receiving a non
utilize this attack vector. Secondly, blacklist sites currently are malicious file that has nehatin characters in the name. If it is
unable to provide the information needed to assist in ifgeTg highly unlikely then the same or a similar approach could be taken
malicious links. That being said they could be. If blacklisting as with links to wk pages. Otherwise, something else could be
services began collecting data based on the IP addresses in thdone to make the tool customizable so certain character sets are
links that are contained within emails that are known to be spam,allowed by the user. This way a Chinese user could allow Latin
better blacklists for this information could be cesht making and Chinese file names, while disallowing Korean characters to be

them a very useful tool for stronger spam filtering. mixed in.
Chris Novak pointed out in his presentation that certain Latin
characters (a, c, e, |, i, 0, p, S, X, ¥), were more commonly used in
5. CONCLUSION letter substitution than others [1]. Research needs to be done to

o ) ) ) determine if there is a significantly smaller subset of charado
Well over 95% of the malicious links in our test email were acally be concerned about. If there is, character analysis tools
identified by this tool. This tells us that the methods we used for ;g pe refined to specifically look for those problem characters
analyzing links to identify multiple character satsd performing and hopefully provide greater accuracy and usability.
blacklist lookups are possible to use. If this tool were to be ) ) . ) ;
implemented into an email client that client would provide More testing with blacklisting sites still needs to bexelo Only

another layer of protection to the user from malicious content. WO blacklist services were used in our tool and while they could
While there were no instances of the use of multplaracter sets find links that we knew lead to IP addresses on the blacklist, none

found in the wild this is a very real attack vector that is more than ©f the 600 real emails that we tested had a link that was on either
likely going to become a problem in the future. By implementing Of those blacklists. - With so many blackifviders out there it
protections against the attack before it becomes common couldS Possible that one would be better for checking links than others,
potentially stop many early attacks fromirize successful. The  and comparative testing could be done to look for that. Blacklists
problem; however, is that a very large percentage of- non aré an imperfect solution. It would be impossible to blacklist all
malicious links were flagged as malicious. Most of these Malicious URLs due to new RLs or improper identification.
problems arose from the initial assumption that any link There is a new tool proposed that does analysis on a URL and
containing a mixture of character sets must be malicious. Whenclassifies the URL without knowing the contents of the page that
the use of noiLatin character sets for URLs becomes more it takes a user to. This classification is then used to determine
common work will need to be done to modify this tool to account Whether or not the site it leado is malicious in some way [5]. If
for how these character sets will be used for-maticious links. proven to be effective, this technology could be combined with
It may require ignoring the top level domains, allowing for alkma  traditional blacklisting and character analysis to prove a more
percentage of Latin characters in afitin link, ignoring certain ~  0bust defense for useros email
characters that are used universally, or something currently

unforeseen. By its nature heuristics are not perfect, but if the

methodology can be refined to not provide many falsetigesi 7. ACKNOWLEDGMENTS

having protection that works some of the time is usually much My thanks go out to my advisor Dr. Gerald Cichanowski for help
better than having no protection at all. in refining and developing this project. Also | want to extend a

31



special thank you to my colleagues in the Software Testing and[3] FileFormat.info. UTF8 Encoding.

Development lab at WSU for providing me with test data. http://www.fileformat.info/info/unicode/utf8.htm accessed:
Apr. 15, 2010.

8. REFERENCES P .

[1] Christopher Novak. (2008). Cyber CSI: How Criminals [4] ICANN, ICANN Bringing the Languages oféfWorld to the

Global InternetOct. 3, 2009, accessed: Apr. 12)10.

[5] Ma, J, Saul, L. K., Savage, S., & Voelker, G. M. (2009).
Beyond Blacklists: Learning to Detect Malicious Web Sites
[2] Distributed Checksum Clearinghouse. Distributed Checksum from Suspicious URLs. Proceedings of the SIGKDD
Clearinghouse Graphhttp://x.dce Conference. Paris, France.
servers.net/digraphs/#graphadccessed: Apr. 15,
2010.

Manipulate AntiForensics to Foil the Crime Scene.
Proceedings ahe RSA Conference

32



Sensor Equipped Parking Solution

Prapti Shrestha

Department of Computer Science
Winona State University
Winona MN, 55987

Pshrestha0O6@winona.edu

ABSTRACT

Everyone who drives a car has at one point or the other come
across situations where he or she deals with parking issues. This
is seen happening in parking lots of shopping malls to daily
work places. As a result of this, people trade off between fuel
enegy, time and finding parking spaces. In order to reduce this
problem, an intelligent parking solution can save much of
peopl eds important time and
suggest the use of distance sensors in a parking lot wathin
zighee netwik, to develop a mobile device application to help
people find available parking spaces without too much loss of
their valuable resources. One main concern with the distance
sensors that need to be tested is their usability and accuracy in
different weathe conditions. Once this is tested, a parking lot
will be set up with the distance sensors and implemented within
a zigbee network, which will provide the necessary data to feed
the mobile phone application; and hence the application users
will be notified of their closest parking space.

General Terms

Design, Testing Environment, Parking Space

Keywords

Parking, Distance Sensor, Infrared Proximity Sensor, Zigbee,
Mobile Phone Application, Wireless Network

1. INTRODUCTION

Parking lot problems have been of gréssuefor many years.
Many research projectsave been carried out to come up with
reasonablesolutions to create a problefnree parking lot.There
have also been researches trying to find out the solution with
respect to parking lot designs to make geofight less for
parking spaces [1].

Efforts have also been made by comparing different types of
sensors, for example acoustic, visibie light, ultrasound,
temperature sensors etc. to find out which one would be the best

Permission to make digital or hard copies of all or part of this work
for personal orclassroom use is granted without fee provided thai
copies are not made or distributed for profit or commercial advantac
and that copies bear this notice and the full citation on the first pag
To copy otherwise, or republish, to post on servers or tigtrémite

to lists, requires prior specific permission and/or a fee.
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to use in a parking lot [2].

The aim in conducting this particular research is to use distance
sensors in creating an intelligent zighieenabled parking lot to
assist in easy parking solutions.

This research will also help in finding out if the sensors give
accurateresults in different environmental settings such as
temperature thatodés too | ow or

I eydderddinCe®. SFor exhriple Sthe didtahce seAsbrs thaP rAa Work:

just fine at 60F may not produce the same, rather reliable
results at -15F; similarly, the sensors that are dependable in
normal dry days may not give consistent outcomes when it rains
heavily.

After testing the distance sensor in a variety wéather
conditions, a mobile device iRhone) application can be
developed that will assi the vehicle owners to find an
unoccupied parking spaces in the parking lot.

The importance of this research study is that the answers
obtained through this research can provide a new dimension to
the study of the Parking Lot Problem and can prove to be
beneficial to the vehicle owners, as they will not have to spend
the extra time and fuel looking for vacant parking spaces.

2. HYPOTHESIS

By integrating zighee nodesn a distance sensors equipped
parking lot system, is it possible for the system to fiomctn
80% of the various weather conditions including weather at
temperature ranges between below freez@F) and very high
temperature (115), rainfall, cloudy condition, in a dusty
environment and also very humid environment.

3. METHODOLOGY
3.1 Testing Environments

In order to perform this study, the distance sensor was used in
the different natural or simulated environments. For instance, to
test the sensor at a very low temperature, it was planted
underneath a snow pile as well as inside thezéeahere the
temperature is relatively low (below freezing). To test the sensor
under rainy condition, the environment was simulated using
water spray. Similarly, the sensor can also be tested for windy
and hot weather conditions by using a powerful dayer and

also by performing the experiments in natural settings.

t
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Testing environments for the distance sensor:

Low temperature, without snow

Low temperature, with snow

High temperature

All the temperature range between the lowest to the
highest

Rainyweather

Dusty environment

Windy weather

1
1
1
1

f
1
1

3.1 Working of the Distance Sensor

The infrared proximity sensor was connected with the zigbee
such that any distance sensed by the sensor would go as a data to
the zigbee.

Figure 1. Set up of distance sensor with zighee

3. 2 Design of the Parking Lot

The parking lot was set up with an infrared proximity sensor. To
differentiate between an actually parked car and other objects
lying around in the parking lot, for example, twigs amadnzhes,
rocks, soda cans etc. two distance sensors were ufiegl o
ends of a parking spot. Thus the proximity sensor was implanted
in the parking spot, in the groursb that a parked car would
come between these two sensors.

Figure 2. Top view of parked car between sensors

34

Figure 3. Side view of parked car between sensors

With this setup, a minimum and a maximum distance were set
for each sensor. If there is a car parked in a particular spot, the
data yield from both the sensors Mie much different than that
obtained in a vacant parking spatfahe data received from the
sensor was more than the maximum value set, then the result
obtained from the sensor was false for a parked car. The data
obtained from the sensors can be ttaesl as follows:

1 The data obtained such that both the sensors showed
the presence of some object within a certain range at
the same time, would translate the data for a parked
car.
o Car_parked = true

If the data yielded from only one sensor showed the

presence of some object within a range and the

distance obtained from the second sensor was

comparatively out of the range, the data translated into

the presence of other small bodies and not a parked
car.

0 Car_parked = false

For the prototype and researgurposes, only one of this
parking lot was established.

3.3 Data Collection

Since zigbee technology is evolving as a form of efficient

wireless network technology, we decided to use this very

equipment in establishing our required wireless network.

Multiple zigbee nodes were used including the gateway to
establish the wireless network between the sensors and the idigi
platform and the server.

Once the parking lot was set up with the necessary equipments,
the infrared proximity sensor and the zigbee netwsome raw
data were collected to ensure the proper working of the zigbee
network.The data wathencollected from the sensor which sent
the data to the idigi website through a gatewayr &pplication

then receivedhe required data of a particular tifnem the idigi
platform.



