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ABSTRACT 

The main purpose of our project is to determine how a bot differs 

from a human and how that difference can be used for developing 

a metric that be used to detect botting in online multiplayer video 

games, specifically through user input.  A bot is a program that 

automates the gameplay in a video game.  Our stance is that 

modes of detecting botting are too intrusive on the player.  For 

example, some video game developers choose to deploy software 

that runs concurrently with their video games to check for 

cheating programs on the user’s device.  Proponents to this type of 

mechanism consider process-monitoring software to be a form of 

spyware.  We have found many different ways that we can 

monitor a user’s input that can be helpful in creating a metric that 

will allow to detect botting in a video game that is non-intrusive 

or hinders gameplay in any way.  To determine how bot and 

human behavior differ, we observed a user’s mouse clicks and 

keystrokes that the game server received, and from their input, we 

could see if a user’s behavior is similar to that of a bot.  From the 

gathered input, we were able to observe key differences between 

bot and human behavior.   

Keywords 
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1. INTRODUCTION 
In online gaming, botting allows an illegitimate player to perform 

actions that may put legitimate players at a disadvantage.  A bot 

may allow an illegitimate player may utilize a bot to harvest 

resources in the world; these resources would then become 

unavailable to a legitimate player who are not automating their 

game.  Players that bot within games will begin to spoil the 

experience of legitimate players, as they will feel cheated and 

frustrated, at which point they may move on to a new game.  Lack 

of prevention of botting will be damaging for a developers 

reputation as well, as rampant botting reveals security flaws and a 

lack of empathy towards players.  As such, many developers choose 

to implement a way to prevent cheating within their games as way 

to maintain their reputation and legitimate customers. 

The ability to bot in a video game usually presents security 

problems in the game itself.  One way to enable bots in a video 

game is use legitimate API’s to read game data and then using 

certain function calls to automate processes in the game [1]. 

Developers have many options when addressing the issue of 

cheating in there video games.  One such way is to have a program 

scanning processes on the client’s machine, and if the program 

detects a known cheat, it will forward it the server and halt 

execution of the video game on the client’s machine.  Blizzard 

Entertainment utilizes such a mechanism; however, it is a 

controversial method of preventing cheating as many consider it 

spyware. 

An alternative proposed method is that instead of scanning the 

client’s machine for processes, we gather information from user 

input.  One could then compare the client’s input to that of a bot 

and if the results are within a certain threshold, the client may be 

utilizing a bot.  We have gathered input data, keystrokes and mouse 

clicks, from human and bot subjects to see if we can identify a 

significant difference between bots and humans. 

I hypothesize that user input can help game developers determine 

if a player controlled character in a video game is a human or a bot. 

2. METHODOLOGY 
Botting is done through calling I/O APIs directly, rather than using 

a mouse and keyboard.  Bots are used extensively in MMORPGs, 

as the nature of those video games are to progress a character, and 

progression is mainly inhibited by time and a bot removes this 

factor [1, 2].   

The gaming industry has developed many different modes to 

prevent botting in their video games.  Games, such as World of 

Warcraft, utilizes a cheat detection mechanism called Warden.  

Warden will scan background processes on a client’s device as the 

video game is being played, and if it encounters a process that 

Warden recognizes as a cheating process, it will not allow the 

device to connect to the game server and will disconnect any active 

game client from the game server [3].  The author of another paper 

[3] claimed to develop an anti-cheat mechanism using anomaly 

based detection, this is where it checks how the client is behaving 

when it is being executed and then it compares it to a correctly 

operating client on the servers end, and if they are different a cheat 

is being used.  In another study [4], the author attempted to combat 

botting through pattern recognition, as he observed how a bot made 

decisions while playing an online card game.  Additional variables 

to consider in bot detection is resources generated, killing time, and 

pathing of the player controlled character [5]. 
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In order to test our hypothesis, we used the video game Ashen 

Empires, shown in Figure 1, to perform testing on seven test 

subjects whom have prior experience with either role-playing 

games (RPGs) or massive multiplayer online roleplaying games 

(MMORPGs) as they will be familiar with the games concepts and 

will simulate a typical player in the game.  All test subjects played 

the same character on the game and all attributes of this character 

remained consistent amongst all test subjects.  For testing purposes, 

players used the same mouse, keyboard, and device to perform the 

testing and the latency between the network and the game server 

was consistent amongst test subjects.  To ensure consistency, any 

unnecessary processes that were running on the machine were 

terminated.  

Our test subjects are to be chosen if they satisfy the following 

criteria; the test subject has prior experience with either RPG or 

MMORPG video games.  Additional information to be gathered 

from the test subjects, such as age, gender, and the amount of time 

they spend each week playing an RPG or MMORPG video game.  

2.1 The Keylogger 
To collect the necessary data, we used a keylogger.  The keylogger 

that we used was not an industry standard keylogger, as it is one we 

created ourselves using C++. The algorithm for the keylogger is 

shown in Figure 2.  The keylogger recorded all keystrokes and 

mouse clicks done by the machine and it also recorded the timing 

between keystrokes and mouse clicks; note that these are two 

different timings, that is keystroke times were compared strictly 

amongst keystrokes and mouse click times were compared strictly 

amongst mouse clicks.   

The program gathers the timing information by generating time 

since last epoch via the C++ chrono package.  The program will 

then generate another time since last epoch when a keystroke and 

mouse click are detected and then to get the time between each 

stroke, it will subtract from the last recorded time.  This does imply 

that the first keystroke and mouse click are performed prior to 

testing so that a large time is not recorded.  The program will then 

detect the keystroke or mouse action the user has performed and if 

the user entered an ASCII character, this is done through the 

GetAsyncKeyState function.  It will then write that character and 

the time since last keystroke into a log file.  Likewise, if the user 

enters a mouse action, that will be recorded with the time since last 

mouse click and sent to a separate log file.  It is worth noting that 

the keylogger translates the function keys (F1, F2, etc.) into an 

ASCII character, this is relevant to testing, as the keylogger will 

recognize F1 to be the letter “p” in the log file.   

We also observed that the keylogger had an error rate of about 

2.70% when testing our bot, so all times recorded were offset by 

about 2.70%.  We accounted for this error in our results and 

conclusion. 

2.2 The Bot 
The bot that we utilized in testing was a simple macro that would 

perform keystrokes and mouse clicks on certain time intervals.  The 

macro program that we used for this test was Jitbit Macro Recorder, 

shown in Figure 3.  This macro software acted as a bot in the game 

by automating the testing process.  For this project, the macro 

recorder pressed the key F1 and left mouse click in order to perform 

the given task.  A delay is needed in between keystrokes because if 

the program clicks or presses a button too fast, the action will not 

be performed in the game due to latency between the client and the 

server.  To obtain this delay, we pinged the game server 100 times 

to gather the maximum latency time and then we used the 

maximum time to be the delay between each keystroke and mouse 

click, since if it is set to the maximum time it minimize the chance 

of failure via clicking too fast.  It also takes time to perform the 

action in the game, so we found the time between each action to be 

6.5 seconds. 

Figure 3. A macro was created using JitBit Macro Recorder 

to automate testing; the macro will continuously press F1 

and Left Mouse Click with delays between each action 

Figure 2. Keylogger algorithm 

Figure 1. Ashen Empires was chosen as the game of choice 

for testing due to its simplicity and lack of botting protection 

1. (Get Input) GetAsyncKeyState(key) 

2. (Determine input) If VK_LButton is detected, input is a mouse 

click, else it is a s keystroke 

3. (Computer time interval) Determine current time now and 

compare with the last input time, last, store now in a temporary 

variable, temp, to be used later 

 a. temp = now 

 b. now = now – last 

 c. last = temp 

4. (Write to log file) Store input and time interval in the 

appropriate log file 

5. (Repeat) Continue until ‘{‘ is entered 

2



2.3 Testing Methods 
Players were introduced to Ashen Empires, that is they received an 

introduction to basic game mechanics such as how to craft items, 

use key-bindings, and were introduced to the user interface of the 

game.  In order to become familiar with the crafting system, players 

were instructed to craft 10 string into 10 cloth.  Players were then 

asked to craft 31 cloth, and while they are crafting their keystrokes 

and mouse clicks were recorded.  The amount of items to be crafted 

is set to 31 for two reasons, first off it is a number low enough where 

the player will not be prompted with the in game crafting check; 

this checks to see if players are botting, every 50 crafting attempts 

a captcha is presented on screen.  Second, we wanted to gather 

information on 30 crafting attempts and since the time since last 

keystroke or mouse click will be inconsistent amongst all test 

subjects, the first crafting attempt was thrown away.  Each test 

subject and the bot performed this test three times. 

2.4 Keylog Data 

The keylogger wrote to a log file the recorded keystrokes and 

mouse clicks as well as the time between each keystroke and mouse 

click.  From this, we were able to use another program to calculate 

the average time between each keystroke and mouse click as well 

as the total time it took to complete the test.  We also obtained the 

minimum time between keystrokes and the maximum time between 

keystrokes as well as the total amount of mouse clicks and 

keystrokes.  The average response time between the client and 

server was recorded for each test participant. 

From the collected data, we have calculated the Euclidean Distance 

between the average times of each player and the bot, and from this, 

we can see if an observable metric is discoverable to see if a player 

is botting.  We have also observed the efficiency of a test subjects 

keystrokes, that is how many strokes were expected compared to 

how many strokes it actually took to complete the task.  We have 

also compared the range between the minimum time and maximum 

time between strokes for the bot and players. 

3. RESULTS 
From testing, we gathered that the bot executed 32 keystrokes and 

32 mouse clicks on average, whereas the humans had 35 keystrokes 

and 41 mouse clicks on average.  Figure 4 displays the average time 

between keystrokes and mouse clicks between the bot and the 

humans.  The humans had, on average, 6,727 milliseconds between 

keystrokes and 6,530 milliseconds between mouse clicks, whereas 

the bot had an average of 6,824 milliseconds for both keystrokes 

and mouse clicks.  From this, an observable difference is seen 

between the humans and the bot, as the bot is more consistent with 

its inputs than the human test subjects.  

We computed the range for mouse clicks and keystrokes timings, 

shown in Table 1.  We found that the bot had a range of 21 

milliseconds for keystrokes and 18 milliseconds for mouse clicks, 

whereas the human test subjects had much higher variance in their 

keystroke and mouse click timings.  From this, we can infer that 

humans tend to be more sporadic with their keystrokes, as they may 

double click or press a key multiple times.  

 

Test Subject Keystroke 

Range (ms) 

Mouse Click 

Range (ms) 

Bot 21 18 

Subject 1 8619 2352 

Subject 2 7709 6472 

Subject 3 8754 8057 

Subject 4 9993 11184 

Subject 5 7668 7535 

Subject 6 8699 8592 

Subject 7 9796 4197 

 

In our testing, we anticipated 30 keystrokes and mouse clicks in 

each test case.  With this information, it is possible to calculate the 

efficiency of each test subject’s inputs.  Figure 5 displays the 

efficiency of the bots and humans keystrokes and mouse clicks, and 

we found that the bot had a keystroke and mouse click efficiency 

of 94.16%, whereas the humans had a keystroke efficiency of 

85.71% and a mouse click efficiency of 73.17%.  The input 

efficiencies mirror the sporadic behavior found in Table 1, creating 

a relationship between input efficiency and the variance of input 

timings. 

4. ANALYSIS OF DATA 
Given the variables listed in section III, it is possible to calculate 

the distance between a human and a bot.  Table 2 displays the 

calculated distances for each test subject and we found that the 

average distance between the test subjects was 11,186.304.  The 

6500 6600 6700 6800 6900 7000 7100

Bot

Human

Time between Mouse Clicks (ms)

Time between Keystrokes (ms)

Figure 4. Average amount of time (milliseconds) between 

keystrokes and mouse clicks for humans and the bot 

Table 1. Range between the longest and 

shortest response time (milliseconds) for a 

keystroke or mouse click for the bot and 

humans 

0.00% 20.00% 40.00% 60.00% 80.00% 100.00%

Bot

Human

Mouse Click Efficiency Keystroke Efficiency

Figure 5. Efficiency of keystrokes and mouse clicks for 

humans and the bot, calculated by taking expected input and 

dividing by actual input 
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distance is a unit-less measurement as it is considering all variables 

shared between the bot and humans, so it is discovering how 

different the humans are from the bots. 

 

 

 

 

 

 

 

 

 

 

From our distance metric, we can conclude that there is a difference 

between the behavior of a bot and a human in terms of their input 

to the video game.  The human subject that had the smallest 

distance from the bot was 8,914.3, so this distance could 

hypothetically be utilized as a way to detect botting in a video 

game, however it is unrealistic given that it could easily lead to a 

false positive if another human happened to perform better.  

Instead, we can observe which areas the bot and human differed 

greatly and those metrics would be helpful in determining if a 

player is botting or not. 

We can see that humans tend to be more sporadic with their inputs, 

which are observed by our efficiency metric, as their inputs were 

generally more inefficient than the bots.  Because of this sporadic 

behavior, humans also had a much larger range between their 

longest and shortest period between a given input, whereas the bot 

was more consistent.  Therefore, if we were to observe a player over 

a period time or over a set amount of actions sent to the game 

server, we could analyze the information sent by the player’s client 

and see how consistent they are.  If a player is very consistent in 

their actions, they could be botting. 

5. CONCLUSION 
From our analysis, we can see there is a distinct difference between 

the behavior of inputs between a bot and a human.  Given our data, 

we believe it to be possible to utilize user input as a way to detect 

bots in a non-intrusive manner.  The next step in our research is to 

perform further testing on multiple bots and humans and then 

develop an algorithm from their input, and this algorithm should be 

able to recognize every bot in the test set.  We would also like to 

apply this research to more complex bots that are able to mimic 

human behavior and then determine if we can use the same methods 

to determine if we can develop an algorithm that would be able to 

identify more complex bots. 
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Test Subject Distance from Bot 

1 8914.3 

2 10059.1 

3 12848.3 

4 14992.4 

5 10835.1 

6 12200.1 

7 10692.1 

Table 2. Calculated distance between the bot 

for each human test subject 
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ABSTRACT
Cellular automata can be used to simulate various physical situ-
ations such as population or bacteria growth, but can get very
computationally intensive as they grow larger. This paper demon-
strates an algorithm to distribute the workload of a 2D cellular au-
tomaton across a computing cluster. This is done by dynamically
partitioning the regions that each computer is responsible for sim-
ulating such that each region has roughly the same work load.This
algorithm utilizes all of the computational power of the cluster
avoiding some of the computers wasting time being idle. An ex-
ample cellular automaton rule set is used that purposefully creates
concentrated areas of high work load and areas of low work load
to better demonstrate the algorithm. Small simulations are not ef-
fectively distributed across the cluster due to network overhead.

KEYWORDS
Cluster, Cellular Automata, Load Balancing

1 INTRODUCTION
A cellular automaton (CA) is a method to computationally model
a variety of problems such as population or bacteria growth, cryp-
tology, and more. They work by taking as input an environment,
an initial state, and a set of rules that dictate how the simulation
will progress or update.The environment is typically a grid of cells
represented by an array, but they can also be any number of dimen-
sions.The initial state is usually decided by the person running the
simulation and is created to test something, for example a single
bacteria can be placed somewhere inside the simulation to test how
it grows or spreads. In every update cycle or step all the cells look
at their neighbors or adjacent cells and then update based on the
rule set, an example rule would be that if a cell is surrounded by too
many neighbors then it should die from over crowding. With the
combination of the rules and initial state of the grid, a CA can gen-
erate anywhere from simple patterns to incredibly complex ones.
For the purpose of this research a set of rules has been created
for a 2D grid with the goal of generating pockets of high inten-
sity areas that require a lot of computation. Area in this case refers
to a rectangular subsection of the entire simulation. This will help
demonstrate the algorithm by exaggerating howmuch work needs
to be done.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACMmust be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
WINONA’18, April 2018, Winona, Minnesota USA

A computing cluster is a group of discrete computers, or nodes,
that a master computer assigns tasks to. Clusters are particularly
useful in doing tasks who’s steps aren’t required to be executed in
sequential order. Given that CA are generally required to be exe-
cuted in sequential steps, calculating them on a cluster presents a
challenge. If one particular computer’s simulation happens to be
particularly light, it has to wait for all the other computers to fin-
ish before continuing. The goal of this research is to find a method
of distributing the computation of the CA in a way that all of the
power of a computer cluster can be used.This will be done by split-
ting up the entire simulation into smaller areas that each computer
is responsible for.

Spatial partitioning or subdivision is the act of splitting up an
area into smaller chunks based on some rule, a simple way to par-
tition a 2D area is to split it into equally sized rectangles that span
the area vertically. In our simulation, the entire 2D grid is split into
rectangular chunks that span the area vertically and who’s width
depends on how much computation or work is in their area. The
effect that this will have is that the computers will eventually tend
towards taking a roughly equal amount of time to calculate the
area that they are responsible for.

In theory a cluster should be able to simulate the CA faster than
a computer on its own, and the research has been done based on
that assumption. One particular paper[5] covers CA parallelization
pretty thoroughly including load balancing, however it does not
use dynamic load balancing and only determines what the size of
the regions is once at the start of the simulation. In contrast this
algorithm continuously updates the size of regions without incur-
ring any additional network overhead, although it does use a much
less efficient networking protocol.

2 METHODS
2.1 Equipment Specifications
A computer cluster was built with 15 Dell Optiplex 3020s and one
Optiplex 3010. The 3010 was used as the master and the 3020’s
were used as the nodes. All the computers will be running Ubuntu
Server 16.04 with a JVM installed. All the child nodes are mostly
homogeneous with 4GB of memory, Core I5 processor, and greater
than 100gb of memory. The computers are all wired together over
Ethernet and connected to a one gigabit switch. After java code is
compiled into a jar, it was uploaded to the master and placed on
a networked drive that all nodes have access to. The master’s job
will be to delegate tasks to the nodes, and the nodes will execute
those tasks in parallel.

2.2 Computer Roles
The role of the master node in the simulation will be to handle all
high level decisions about the simulation. The master node sets up
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the initial state of the CA and distributes chunks of it evenly to all
the nodes, after that it does not keep a copy of the current simula-
tion or keep track of the current state of the CA. The master sim-
ply keeps track of how complete the simulation is and reports to
the user important events such as initialization, percent done, and
completion. In this way, the master node does not need to know
the rules about the CA or really any information about it at all, just
how each child node is operating. An advantage of this is that after
the simulation starts, the master node contributes almost nothing
to the network overhead.

The role of the child nodes is to simulate its area of the CA. The
node computers will contain the rules of the CA as well as its cur-
rent chunk and information about its neighbors. It will sequentially
simulate steps of the CA for a certain number of steps before tak-
ing a snapshot of the current board as output. Because each cell of
a CA needs the state of the cells around it, the cells at the borders of
chunks will need information from neighboring chunks. The node
computers will directly communicate with each other without us-
ing the master, drastically reducing the master’s workload. In this
setup, the nodes balance themselves without direction from the
master.

2.3 Nature of the Cellular Automata
An CA was created as an example for this research. The rules of
the CA produce a simulation that can operate on a large scale, the
cells only require the state of cells imminently surrounding it (the
8 adjacent cells), the amount of work across the board is not homo-
geneous, and that each cell holds only a small amount of data (A
byte). The CA roughly mimics bacteria growth and the cells will
be referred to as bacteria.

A problemwith the bacteria growth that needed addressing was
that it spread too uniformly and quickly. To address this a persis-
tent background variable known as ’food’ was created that varied
across the board in random patterns. To achieve this inconsistent
food source, the amount of food at any given location is a func-
tion of its position in simplex noise, passed through a filter. Sim-
plex noise is a fast and easy way to generate a gradient noise filled
plane, this means that while the pattern simplex noise generates
is random, the values are continuous across a line. An example of
this can be seen in figure 1, the amount of food at a location is
given by the color, black is no food and white is max food. In the
uniform version, the amount of food across the board is the same
and never changes. In the simplex version, the amount of food is
concentrated in some locations and sparse in others. Raw simplex
noise was not enough to slow down the growth of the bacteria so
the noise was passed through a filtering function to sharpen the
edges and create more defined borders as seen in the last image of
figure 1. To put it mathematically, the amount of food at any given
location is:

f ood =
1 + (

2

3
arctan(2π ∗ simplex(x ,y) + 1))

2

With the information about food, the basic function of the rule
set is that a bacteria cell will try to eat as much food as it can to
increase its health and then split once it is healthy enough. The
amount of food a cell can eat is based on the simplex noise as well

Uniform

Simplex

Filtered Simplex

Figure 1. Various food densities.
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Figure 2. Step 250, 2250, 4250, 6500, 8750, and 11250 of a simulation.

as how many other cells are around it. The progression through
time of an example simulation can be seen in figure 2 where the
initial bacteria was placed in the top left corner and then left to
spread. A colored pixel represents one bacteria cell, its color from
red to blue represents how healthy it is from minimum to maxi-
mum. A more formal version of those rules is as follows:

• If the current cell has bacteria:
– Do some useless computational work to slow down sim-
ulation

– Eat as much food as is available in the current location,
given by the filtered food function in figure 1

– If this cell is above 80% health, check each adjacent cell
for a space to expand into and reduce 10% health for each
spot it can expand to

– Reduce health a fixed amount to simulate hunger
– Reduce health a fixed amount for each neighbor to simu-
late crowding

– If health is less than 1, die
• If the current cell has no bacteria:
– Check each adjacent cell for a bacteria that can split and
gain an amount of health for each bacteria that can split
into this cell, thus making a new cell

2.4 Nature of the Subdivision
Two subdivision strategies were used, simple and adjusting. When
the simulation is starting both the simple and adjusting algorithms
divide the space into equal sized rectangles that span the height of
the whole board. This means that when both simulations start, the
two algorithms will initially look like simple partitioning in figure
3. The green lines represent the border between two nodes, so for
example in figure 3 the simple version has three nodes, A, B, and
C that are the same width. However, in the adjusting version the
width of each node is changed dynamically over time, in figure 3
node A and B both grew smaller to concentrate computation on
the bacteria and C grew larger to take over what the other nodes
left behind. This approach greatly simplifies the algorithm by re-
ducing the problem to one dimension and reduces the amount of
data that needs to be swapped between nodes. One problem with
this method is that if the work load is spread horizontally across
the top of the simulation area uniformly, the master will not be
able to allocate more nodes to the area of high work because it
only has the ability to adjust width and not height. The algorithm
to partition the space is simple in it’s operation, as an example two
nodes are next to each other, node 1 and node 2. Each pair of nodes
keep an open TCP connection and upon completion of a step, send
out a packet to their left neighbor containing a 64 bit long of how
much time the node took to simulate in nanoseconds. So in the
example node 2 sends the time packet to node 1 and node 1 then

7



Simple

Adjusting

Figure 3. Different partitioning types, images cre-
ated as an example.

compares how long node 2 took to finish to itself. If node 1 finished
first that means that node 1 was wasting time waiting for node 2
to finish. In this case node 1 sends node 2 the rightmost column
of the simulation, shrinking node 1 and growing node 2 by one
pixel in width. If node 1 finished after node 2 then the opposite
is true and node 1 requests a column from node 2. This exchange
happens every step of the simulation which means that the nodes
are always being adjusted. If any node takes a long time to finish
it gets smaller and if it finishes quickly then it gets bigger. In this
way the entire simulation slowly adjusts to have a homogeneous
work load.

Two CA simulations were be used to evaluate the algorithm,
one that adjusts dynamically and one that does not adjust. These
two methods can be compared to determine which makes best use
of the hardware. To compare the two different types of partition-
ing, time spent doing the calculation and time spent waiting for
network exchanges were recorded. With that information it is pos-
sible to evaluate if the complex partitioning offers any advantages
over typical partitioning.The actual effect of the load balancing can

Figure 4. Boundaries of the nodes adjusting them-
selves as the simulation progresses. Images were
generated from actual simulation.

be seen in figure 4, the green bars represent the borders between
nodes and the area between the bars is what each node is simu-
lating. As the simulation is progressing, nodes on the left start to
shrink while nodes on the right start to grow due to the increased
work load of the bacteria.

2.5 Tests
The tests were conducted using 6 nodes. Four different sized CA
were simulated with and without the balancing algorithm for a to-
tal of 8 simulations. The total height of the simulation remained
constant at 1000 cells tall and the sizes describe how wide each
node is at the start of the simulation, so a size 260 simulation is
1560 cells wide when put together. The four tested sizes were 260,
500, 1000, and 1500 because below a width of 250 it would be ad-
vantageous to run the simulation on a single computer and because
above 1500 takes too long to reasonably measure.

The simulation time and the idle time were recorded for 50 step
periods and printed for data collection. Additionally an image is
rendered at these 50 step periods for data visualization purposes.
At the end of a simulation, the images were downloaded from the
cluster, stitched together, and then rendered into a video to help
with debugging and ensure the system works.
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Figure 5. Stacked graph of time spent doing theCA
simulation per 50 steps for each node. Top image
is the load balanced version and the bottom is the
non-load balanced version.

Figure 6. Stacked graph of time spent waiting for
network transactions per 50 steps for each node.
Top image is the load balanced version and the bot-
tom is the non-load balanced version.

3 RESULTS AND ANALYSIS
Across all 4 sized simulations, the results were all the same, the
amount of total time spent doing the simulation was the same be-
tween the load balanced and non load balanced, however the time
spent waiting for network transactions was significantly less for
the load balanced version.

The difference between the load balancing and non load balanc-
ing algorithms in reference to simulation time can be seen in figure
5. The graphs are stacked which means the topmost line also rep-
resents the total time spent in that frame between each node. Both
graphs have the same profile which means that both simulations
took nearly the exact same total time to simulate a frame. The dif-
ference though is that in the load balanced version all of the nodes
simulated for a roughly equal amount of time where in the non
load balancing version almost all of the simulation time is concen-
trated in node 1.

The advantage of load balancing can be seen in figure 6. In the
load balancing simulation the time spent waiting for network re-
mains constant throughout the entire simulation. In contrast the
network idle time increases over the entire simulation.

Figure 5 and figure 6 are both size 500, but the other 3 sizes have
similar results. This is shown in figure 7 which shows how much

260 500 1000 1500

8,000

10,000

12,000

14,000

16,000

18,000

Ti
m
e
(s)

Balanced Non-Balanced

Figure 7. Total time spent idle for each of the sim-
ulations.

time was spent waiting for network transactions for each of the 8
simulations.

4 CONCLUSION
Cellular automata are tools that researchers use to simulate various
physical phenomena such as bacteria or population growth. Due to
their computational work load, it is advantageous to distribute the
simulation across a cluster. It is important that the cluster does not
waste time on tasks other than the simulation of the CA such as
waiting for other nodes to finish, so a method to balance the work
equally is important. A CA that is load balanced by nodes trading
columns with their neighbors based on calculation time should re-
duce total time spent waiting for those neighbors to finish. When
compared to a non load balancing version, the load balancing CA
does in fact reduce idle time.
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ABSTRACT 
An artificial neural network is trained to predict attrition in Whole 
Kids Outreach (WKO) - a children's well-being program. The 
model uses backpropagation - a supervised learning mechanism - 
to learn and is then tested. This paper presents the findings of the 
study that indicate that attrition can be predicted with reasonable 
accuracy and that neural networks can be trained to anticipate 
future refusal-of-services using the organization's data. This paper 
also lists the factors that influence the prediction of attrition. 

Keywords 
Artificial neural network, classification, multilayer perceptron, 
churn analysis, child welfare, machine learning 

1. INTRODUCTION 
There are a number of children and family organizations in the 
United States that work to improve lives. One of these 
organizations, Whole Kids Outreach (WKO), offers home visits 
and center-based programs that support children, women, and their 
families in isolated, low-income, rural areas (specifically in 
Missouri) to help children live holistic, productive lives free from 
preventable abuse, neglect, and illness. To be successful in their 
mission, it is important that WKO be able to identify and predict 
client attrition so that an intervention process can be initiated, if 
necessary. 

In this paper, a prediction mechanism is proposed to accurately 
predict families that are prone to withdrawing from the program in 
early stages of their involvement so that they can be targeted and 
helped [2][4][5]. The proposed method, the multilayer perceptron 
(MLP) classifier, a member of the artificial neural network (ANN) 
family, uses the longitudinal data collected by the organization for 
over a decade to recognize patterns displayed by the various 
features that could be affecting refusal-of-services by families. The 
MLP is chosen for this study because they are capable of non-
linear, multi-class classifications. 

The research question was: can a multi-layer perceptron with back-
propagation be trained to predict refusal-of-services by a client at 
WKO with reasonable accuracy? The results demonstrate that, once 
trained on the plethora of data, the network can predict attrition due 
to various reasons, with reasonable accuracy. 

2. METHODOLOGY 
2.1 Data Description 
Since this is a research project based on a real organization, the data 
being used in this study is longitudinal and has been collected by 
WKO over the span of its existence. Funded by Healthy Families 
America, there is information that WKO collects that includes 
answers to a wide range of questions. This information could prove 
useful when identifying potential refusal-of-services.  

This data has been collected by a number of different social workers 
over the years using an HTML form with text fields. However, a 
significant amount of the information recorded, had not been 
standardized.   

2.1.1 Data Cleaning 
For the real-world data to be utilized successfully, it first had to be 
cleaned. OpenRefine, a powerful open-source tool by Google, was 
used to clean the messy data and make large-volume 
transformations required to manipulate the data into shape. Using 
this tool, the data was edited, cleaned, and adjusted. The tool helped 
uncover a number of issues because it allowed a holistic view of 
the data. Some of these issues were the number of missing values 
and inconsistencies in the data records. A technique called faceting 
was also used to check the different values in a column. This 
revealed that a number of values used were misspelt, which were 
then transformed and condensed into smaller, more relevant 
categories. Overall, the tool allowed us to filter and divest the data 
we did not need, retaining only those rows that could be used.   

2.1.2 Data Selection 
In preparing for the MLP, the data also had to be balanced. This 
meant that there needed to be a balance between clients who had 
refused services, and those who had either completed the program 
or left for other reasons since there were a lot more people who 
completed requirements that those who didn’t. Balanced data gives 
the system an unskewed data set to learn from and, as previous 
studies have shown [2], it results in a better fitted model, and a more 
accurate result instead of one in which most data are incorrectly 
classified in favor of the weighted data. 
Data from the first three visits of 423 families was used for this 
study. Out of these clients, 274 had refused services. Some of the 
variables that were collected from each group included general 
information of the adult, their medical information, information 
regarding their employment skills, and their high school education. 

2.1.3 Issues 
One of the issues faced was that the lack of meta-data on the data. 
Because of a number of anomalies, the data had to be manipulated. 
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An example is the Psychiatric History of a client that has been 
recorded once to be true but had been recorded as false in other 
visits. Considerable back and forth between us and the clients 
resulted in this issue being resolved.  
There was also no information on when some factors were first 
recorded. This became an obstacle since an enormous amount of 
our data was discarded due to missing information. 

 
Figure 1 - Columns with over 70% of their rows empty such 

as Depression Scores 
Figure 1 shows an example of a subset of rows that had over 70% 
of their cells empty. This could potentially have an adverse effect 
on the classifier training, since the result would be meaningless. 
Hence, variables with over 70% empty cells, were discarded. These 
variables included some of the variables the social workers at WKO 
had earlier identified as important factors in influencing attrition, 
such as Circle of Support, Depression, and Client Level. This left 
us with a data set of 2,000 rows with 423 unique clients to train the 
MLP on. 
Lastly, categorical data had to be converted to numerical. Ordinal 
data can be dealt with because there is a natural order to them. 
However, nominal variables have labels and categories without 
having any kind of natural order. MLP's require all inputs to be 
numerical to learn from, which can be handled if a variable is 
ordinal but is harder to do with nominal variables. A python 
package called "Pandas" allows mapping of all values and labels to 
integers, including missing values. 
 

2.2 Prediction Model 
A neural network is an attempt to model the human brain, so it can 
perform some of the same tasks that humans are capable of, such 
as pattern recognition and classification. Neurons are assigned to 3 
layers: the input layer, the hidden layer, or the output layer so that 
they can perform complex operations. Figure 2 demonstrates how 
inputs interact with one perceptron. 

Figure 2 – Inputs interacting with one perceptron 
Each variable from the data set forms an input for a perceptron and 
is assigned an arbitrary weight initially. Each input is then 
multiplied with the weight of its connection. Each neuron receives 
all the inputs are summed and transmitted to the next neuron. Each 
neuron in the layer is an activation function and this is what 
differentiates one neuron from another. If the summation value is 
above this activation threshold, the neuron will fire and relay the 

output as input to the next neuron and activation will propagate the 
feed forward into the system. The activation function used is the 
"Rectifier," which has strong biological motivation and results in 
better training, that is used for training deep neural networks. The 
initial learning rate was set to 0.001 and regularization was set to 
0.0001. 
Backpropagation is the mechanism by which the model learns. 
MLP is a form of supervised learning technique, therefore, it needs 
to be provided with expected outputs that it can compare its results 
to. Since information on clients that refused services and those who 
completed the program was recorded in the data, the MLP was 
provided with accurate information for the desired outputs. Given 
this, the MLP computes its output, compares it with the desired 
output, calculates its error gradient, and propagates it backwards 
into the network to adjust the strength of the connections. The 
network runs its computations thousands of times before it comes 
to the correct conclusion that matches the desired output. The 
model is then tested. 

2.2.1 Overfitting 
Overfitting is a modeling error that occurs when a function is too 
closely fitted to a limited set of data points. It results in a model that 
learns very well in the training, however, performs poorly during 
testing. 3 hidden layers with 25 perceptrons each are used to avoid 
overfitting in the model. Since, the goal is to estimate the accuracy 
of the model in practice, k-fold cross-validation is also used to 
ensure the model is not over-fitted. k-fold cross validation is a 
technique used for assessing how the results will generalize to an 
independent data set. It does this by partitioning the original into k 
equal sized subsamples, of which a single subsample is retained as 
the validation data for testing the model, and the remaining k − 1 
subsamples are used as training data. 

3. RESULTS 
3.1 Confusion Matrix 
 

Figure 3 – Confusion matrix with columns depicting the 
predicted cases and rows depicting the actual cases 

A confusion matrix is a specific table layout that allows 
visualization of the performance of an algorithm. Each row of the 
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matrix represents the instance in an actual class while each column 
represents the instance in a predicted class. The name stems from 
the ease with which it can be seen when and how the system is 
confusing two classes (i.e. commonly misclassifying one as 
another). Figure 3 shows our MLP's confusion matrix.  

The MLP accurately classified 156 cases out of 169 as clients who 
no longer wanted services, only confusing 9 of the 169 as people 
who completed requirements and 4 of the 169 as having lost 
custody of their child. The model also correctly classified 80 of 85 
cases as completed requirements. It misclassified 3 as those who no 
longer wanted services and 2 as those who were returning to work. 
The MLP misclassified almost all the cases that resulted in 
termination due to the death of a child and was confused about 
cases in which parents had lost custody as well. This could be 
because there are not enough data points to balance the cases where 
the client left the program because of the death of a child or because 
they lost custody. 

3.2 Scores: Precision and Recall 
One of the metrics for testing the model was precision. Precision is 
defined as the number of true positives over the number of true 
positives plus the number of false positives. The overall precision 
score of the model when testing our data was 73%. Another metric 
was the recall of the model. Recall is defined as the number of true 
positives over the number of true positives plus false negatives. Our 
model's recall score was 70%. This score is far from perfect. 
However, the breakdown of the scores in Table 1 demonstrates that 
the model misclassifies "death of child" and "lost custody" cases 
and this is why the overall results of recall are low. 

Table 1. Table captions should be placed above the table 

 Precision Recall 

Child Overage 100% 36% 
Completed 

Requirements 57% 94% 

Death of Child 100% 33% 

Lost Custody 43% 7% 
No Longer Wants 

Services 76% 92% 

Returning to Work 50% 100% 
 

In fact, the system's recall for clients who "no longer want services" 
is 92% and the recall for clients who have "completed 
requirements" is 94%. The overall score of precisions and recall are 
an average of each individual score and a few of them are 
contributing in bringing the overall score down. 

4. ANALYSIS 
Our model does not give a perfect prediction; however, it is still 
reasonably successful in predicting attrition. Negative attrition, due 
to refusal-of-services, is being predicted by the model with a 
precision of 76% and a recall of 92%, which tells us that certain 
factors, if present, will make the clients more likely to refuse 
services. The model gives us a means to predict the tendency of a 
client to leave the program and will allow the organization to be 
alerted so that they can divert resources towards the client when 
they are in the early stages of involvement in the program. 

4.1 Coefficients 
One important finding of this model is the relative importance of 
the features that affect attrition. Some of the most important 
features in the system are defined by the final weights that the MLP 
assigns each of them in its perceptrons. 

 

 
Figure 4 – Example perceptron with weights/coefficients 

displayed as a heat map 
Figure 4 shows an example of the visualized weights of one 
perceptron as a form of heat map. The darkest panels are those 
features that have the highest weight, and the highest effect on the 
system. The output of all coefficient of each perceptron between 
the 0th and the 1st layer is shown in Figure 5. Summing the weights 
of these layers illustrates that features 5, 8, 11, and 13 are weighted 
the most.  

Figure 5 – Coefficients of all perceptrons from 0th to 1st layer 
These correspond to number of live births, number of incidents of 
pre-term labor, number of labor complications, and number of 
induced pregnancies. A sensitivity analysis on the factors was not 
done. It cannot be said what nature of effect these factors have on 
attrition; however, an effect is detected. 

Lastly, as successful as the model is at predicting attrition, it is also 
unable to capture the interaction between these features and treats 
each of them independently of each other.  

5. CONCLUSION 
The hypothesis has been proven to be viable. The model does not 
give us a perfect prediction regarding clients, however, it does 
predict the tendency. The model can be employed in the beginning 
of a client's journey in the program and if the model predicts 
attrition due to refusal-of-services, the specialist should be more 
vigilant. Currently, we would recommend that there be a change in 
the data collection procedures at WKO so that the data collected is 
complete. Missing values in the data disrupt the learning process 
and become an obstacle in the pattern recognition abilities of the 
MLP. It is also recommended that there be some standardization of 
the form that the specialists use, so that there is consistency and 
conformity across the data being collected.  

Since the model indicates that number of live births, number of 
incidents of pre-term labor, number of labor complications, and 
number of induced pregnancies are factors that affect attrition the 
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most, specialists should take consideration of these when inducting 
clients into the program. 
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ABSTRACT 
Web application development has a variety of tools and 
technologies that can be used to create applications that are efficient 
and user friendly. At times it can be difficult to determine what 
combination of technologies is best for a particular project. Two 
technologies that are gaining in popularity for web application 
development are Angular and Google Firebase. Angular is a 
JavaScript framework and Google Firebase is a cloud document 
database service. This research examines the usability and user 
experience of a specific web application developed using the 
aforementioned technologies. A content management application 
was developed and a usability test was designed to determine if the 
application possesses an adequate level of usability. The usability 
test, along with a demographic survey, was administered to 23 
participants. The usability of the application was judged on three 
criteria: number of mis-clicks, time to complete each task, and 
whether that task was a success or failure. Results of the test 
confirm that a content management system made with Angular and 
Firebase can be both effective and usable. 

1. INTRODUCTION 
Web applications have become increasingly popular in the last few 
decades primarily because they are platform independent software. 
This useful feature of web applications makes them more available 
to a greater number of people without having to make multiple 
versions of the same software to ensure cross platform usability. 
There are many technologies used to design and build web 
applications. Two such technologies are Angular and Google 
Firebase. 
 

1.2 Angular 
Angular is a framework for front-end web application design that 
uses typescript, a superset of JavaScript, to facilitate the declaration 
of static types. Angular was designed by Google with the intention 
of providing developers with a tool to design single page 
applications.  
 
 
 
 
 
 
 

 
A single page application is a web application that has only one 
dynamic html file. Rather than changing the pages of the 
application as a user interacts with it, the Angular modules simply 
change which components are rendered on the page at any given 
time.  In other words, the page dynamically rewrites its HTML on 
the detection of changes within the page [1].  Angular provides this 
feature by breaking the application up into separate components, 
which are given change detectors that show where in the DOM the 
change occurred[4]. Angular is always used in conjunction with a 
library called Reactive Extensions, which equips Angular with 
observables. Observables are functions whose return values arrive 
asynchronously over time. They are used most frequently in 
applications to populate a user interface with data that is being 
passed from a back-end service asynchronously. The object on the 
client side of the application that is receiving the data is referred to 
as the subscriber, and as the observable detects new values it pushes 
them out to the subscriber[5]. An observable is like a yield function 
in python, or to an iterable in Java. 
 

1.3 Google Firebase 
Google Firebase is a document model database that stores 
information as collections of small documents. Firebase is a cloud 
database that also offers cloud file storage[2]. Using Firebase allows 
a developer to create web applications without having to worry 
about server-side infrastructure. It also does not matter where the 
application is hosted, since data stored in Firebase can be accessed 
from any host and is queried directly from the client side using 
JavaScript. JavaScript can also be used to access the Google cloud 
file storage, a service associated with Firebase, allowing an 
application to upload and download files. 
 

1.4 Usability 
The combination of Angular and Firebase can be used to make web 
applications relatively quickly and easily. This is demonstrated by 
the fact that a developer with little experience was able to create an 
administration application for a website in a short amount of time. 
However, functionality isn’t the only important part of building an 
application. The application must also have a design that makes it 
intuitive for a new user to operate[6]. Although Angular and 
Firebase are powerful tools to use, they don’t guarantee that an 
application will have adequate usability.  
 It is the job of a usability test to ensure that an application 
is intuitive enough to use that new users will be able to operate it 
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the first time they use it. A usability test is a series of task that 
participants are asked to carry out while using an application. Each 
task is focused on testing a certain operation that a user would have 
to carry out when using the application. Usability tests should be 
carried out with certain goals in mind, and these goals can be 
characterized by three questions[7]:  

• What aspect of the application is being tested?  
• Why is this aspect being tested? 
• How will the information that is gained from the test 

lead to implementations to improve the application?  
Designing a usability test while keeping these three questions in 
mind will allow the testers to gain valuable insights as to what 
improvements can be made to the design of an application.  

2. DETAILS OF THE APPLICATION AND 
USABILITY TEST 
 

2.1 Whole Kids Outreach 
Whole Kids Outreach (WKO) is a non-profit organization based 
out of Ellington, Missouri, that seeks to address some of the 
negative influences that children experience in isolated, rural, low-
income areas. WKO engages in programs that are designed to 
relieve the stress put on children growing up in difficult 
circumstances by offering physical and emotional support to their 
familial unit.  For example, WKO’s Healthy Families of America 
Program sends outreach specialists and registered nurses to the 
homes of participating families to ensure that the children are 
receiving nurturing care, and to teach and assist young parents. As 
a non-profit organization, one of WKO’s main sources of financing 
is through donations, and their website, which can be visited at 
www.wholekidsoutreach.org, plays an important role in getting the 
word out about WKO. This website is also a fundamental tool for 
the organization to collect donations from individuals who are 
interested in supporting their mission. Currently, the website does 
not have a content management system, and thus the website 
information is relatively static. It would be much better if the 
information on the website is dynamic and up to date, so as to 
present the most accurate and current representation of the 
organization to potential donors.  
 

2.2 Building the Content Management System 
A content management application was created using Angular and 
Google Firebase. The management application focuses on a set of 
core functionalities designed to meet the requests of Whole Kids 
Outreach (WKO) administration. To meet these needs the 
application must allow the staff to manage their website’s photos 
and to change certain content that changes frequently.  The user 
interface and business logic of the application is written in Angular 
and data is stored using Firebase and Google storage. Files will be 
stored in Google storage and content will be stored in Google 
Firebase, this content will include references to the files stored in 
Google Storage.  The website was completely static at the outset of 
this project, and it was written in AngularJS, the precursor to 
Angular, so the first step was to convert the existing website into 
Angular. This was relatively easy to accomplish because none of 
the of original HTML had to be modified to be reused in the 
Angular website. This made the task of converting the website as 
simple as creating a new Angular project, creating Angular 

components for each of the websites pages, and then pasting the 
existing HTML into its respective component. The content 
management system was designed as an interface that would allow 
the user to access information about programs, events, board 
members, and staff members. The ability to view, edit, create, and 
delete information of any of those four categories was the main 
request of the organization. Thus, the components that were created 
through the conversion of the original website were a home page 
component, programs component, programs sub-page component, 
and staff page component. The information about these entities was 
stored in Firebase, and the application makes use of forms to create 
new objects in the database and to edit existing objects. The 
application also allows the user to view existing objects on the same 
pages where they are created.  

 
Figure 1. Event object creation form and event view. 

 
Fig. 1 Shows examples of the form used to create a new object, as 
well as the interface to view existing objects. This example is from 
the events object page, but the pages for the other objects are similar 
enough for this to represent them as well. Both the website and the 
administrator application maintain a connection to the same 
database hosted by Google Firebase. This allows for the website to 
pull the event, program, board member, and staff member objects 
out of the database every time it loads. As the objects in the 
database change due to user activity on the administrator side, so 
do their representations on the website.  
 

2.3 Usability Test 
A demographic questionnaire and a usability test were used to test 
the usability and user experience of this application. First The 

15



demographic test ascertained the participants age and computer 
experience. This information was used to test whether the 
background of the participants effects how they score the usability 
of the application. Next, a usability test was administered to the 
participants. The usability test was composed of 6 separate tasks, 
and all of the tasks were related to the functionality requests of the 
organization. The tasks were as follows: 

• Upload 5 pictures to the photo library, so that they can 
be used for the remainder of the test. 

• Create a new event by filling in all of the fields of the 
create event form and add a photo to the event by 
selecting one of the uploads. 

• Create another event, like in task 2 but this time add an 
attachment to the event. 

• Create 2 new board members and 2 new staff members. 
No pictures are required for this, but you still must fill 
in all information in the creation forms. 

• Create a new program using the photos that you 
uploaded to the library for the image selection choices 
on the create new program form. Make the program a 
featured program. 

• Edit some of the things you created, and make sure 
those changes took effect.  

 
Scoring of the usability test was achieved by using a monitoring 
software called Full Story to record the actions of the participant as 
they complete the tasks. This allowed the scorer to monitor whether 
or not the task was completed and the time it took them to complete 
each task. The monitoring software was also used to track 
keystrokes, which were used to track the number of times the user 
committed a mis-click, or clicked a component not directly 
involved in completing a task. Lastly, the time it takes a participant 
to locate the necessary inputs on each page was tracked.  

3. RESULTS 
The administrator application for the Whole Kids Outreach website 
was successfully created using Angular and Google Firebase. The 
application offers the user five main functionalities, and each 
functionality is working as expected. The Whole Kids Outreach 
website has pages for displaying the organizations employees and 
board members, displaying the programs the organization offers, 
and displaying events hosted by the organization. The administrator 
application offers the user the ability to add, delete, and edit 
employees, board members, programs, and events. A photo gallery 
was also successfully implemented that allows the user to upload 
photos and PDF files and attach them to the events and programs. 
Demographic information was collected from the usability test by 
means of a pre-test survey. The two demographic categories that 
were considered were computer experience and age. Fig. 2 below 
shows the break down in age of the participants who took the test. 
The graph shows that there was a concentration of participants 
between the ages of 20 and 40.    
 
 

 
 

Figure 2. Demographic results for age out of 23 participants. 
 

Fig 3. Shows the second piece of demographic information.  As you 
can see from the char a majority of participants landed in the “some 
experaince” category. It would have been ideal to have a more 
diverse sampling of computer experience, but it is important to note 
that a vast majority of people these days have at least some 
experaince with computers. 
 

 
 

            Figure 3. Demographic results for computer 
experience out of 23 participants. 

 
After completing the demographics assessment, the users then 
moved on to the usability test tasks. The usability test consisted of 
6 tasks, and the results of the test from each user were compiled 
into averages. 23 users were tested, and the results of the usability 
test are shown in Table 1 below, where the testing criteria is listed 
at the top, and the tasks are on the left. 
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Table 1. Compiled usability test results. 

 
 

4. ANALYSIS  
The data in Table 1 shows that, of 161 total task attempts, there 
were only 11 fails, which is a failure rate of 6.8%. The data also 
shows, however, that there were quite a few missed-clicks for the 
edit task. Observations of the users during the usability test 
indicated that it was not clear enough that you could edit a 
component from the same location in the application that you 
created the component. The plan to reconcile this deficiency is to 
add the word “Manage” in front of each tab of the side bar shown 
in Figure 1, i.e., instead of just saying “Events” it will say “Manage 
Events.” Another main concern from the usability test was that 
there were failures due to errors in the software causing the 
improper managing of information between the application and the 
database. All the problems that the application was having involved 
the handling of images. Images that the user was trying to select 
from the image gallery and add to events and programs were not be 
correctly added. This was because the image information had to be 
passed asynchronously between two separate Angular 
Components, and the user was pressing the submit button before 
that asynchronous call could be completed. This problem was fixed 
by setting a java script timeout function between the initiation of 
the asynchronous call and its completion. This timeout function 
forces the user to wait until the asynchronous call is completed 
before they can press the submit button.  Lastly, located on the 
homepage of the website are event tabs that show all the events that 
were created using the content management application Fig. 4 show 
an example of what this event ticker looks like. 

 

Figure 4. The event ticker on the homepage of the website. 
 

 It was hard to decide whether these tabs should be located at the 
top or bottom of the home screen image. Based on observations 
during the usability testing it was apparent that placing them at the 
top of the image allowed the user to locate them quickly when 
asked to go view their events. 

5. CONCLUSION 
Angular and Google Firebase exceeded our expectations as tools 
that can be used to create an effective content management 
application for the Whole Kids Outreach Organization. Google 
Firebase is exceptionally easy to connect to using Angular as a 
front-end framework. The connection can be established in only 5 
lines of code because Angular offers an API that is specifically 
designed for Google Firebase called AngularFire2. The end result 
was an application that could successfully complete all the tasks 
required of it by the organization, and an effective user interface 
based built with Angular’s material design components and based 
on the material design standards of Google Material. By using 
Angular and Google Firebase, a novice programmer was able to 
create a decent looking and highly functional content management 
application in a matter of 2 months. This qualifies Angular and 
Google Firebase as great tools for a low budget organization to use 
in order to create a cheap but effective content management system 
built for their website. The usability results indicate that the 
application was intuitive enough to enable most people to sit down 
and successfully complete important tasks that test the functionality 
of the application. To further ensure that the application is as 
functional as it can be the next step is to deploy the application onto 
a server so that it can be accessed by the personnel at Whole Kids 
Outreach. This will allow them to make judgments and give 
feedback regarding the usability of the application. They are the 
ones that will be using it, so even though 23 people have already 
participated in a usability test, it is important to have the application 
tested by target users. 
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ABSTRACT 
Many people suffer from color deficient vision; though they learn 
to cope, they still have many issues distinguishing between colors. 
In this research, machine learning algorithms are combinted to 
help to eliminate some of the problems faced by these individuals. 
As a prototype, specialized data with intentional color blind issues 
is generated, transformed, and used to train the system. The colors 
in these images are then segmented using k-means clustering. The 
image is then analyzed and corrected if neighboring clusters are 
found to be conflicting. After correcting, the image is more color 
blind friendly. Omitted from the prototype is a supervised neural 
network that will be trained to predict these clusters, allowing this 
process to be applied on any image. 
Keywords 
Computer Vision, Machine Learning, Accessibility, Color 
Correction 

1. INTRODUCTION 
Color blindness is a deficiency in a person's color vision. A 

person affected will often confuse different colors that a person 
with normal vision would not have trouble distinguishing. The most 
common type of color blindness is red-green, followed by blue-
yellow, and the rare full lack of color vision. Red-green color 
blindness affects "as many as 8 percent of men and 0.5 percent of 
women with Northern European ancestry." [3] The effects of color 
blindness range from minor disruptions such as choosing a 
mismatched outfit to more major difficulties such as discerning 
between the colors of traffic lights. There is no cure for color 
blindness, however there exist some methods to alleviate 
symptoms.  

One popular solution to color blindness is specialized glasses. 
[1] The company enchroma sells a variety of these glasses. Color 
vision starts in the cones of the eye, of which people have three 
varieties: green, red, and blue. These detect and distinguish 
between different wavelengths of light; however, in the eye of a 
person affected by colorblindness, this discrimination is not always 
made properly. The enchroma glasses filter out the overlapping 
wavelengths, making distinctions (particularly between red and 
green) clearer. These glasses range from $349 to $429 without 
prescriptions and are not “intended to help pass color blindness 
tests for occupational purposes." [2] Additionally, they (enchroma 
brand glasses) are not useful to people with blue-yellow color 
blindness. A more permanent solution is currently being tested as 
well. 

There is experimental gene therapy that has produced 
promising results in animals. [5] In one study squirrel monkeys, 
which are naturally red-green color blind, were made able to 
perceive differences in the two colors after treatment. These 
animals were monitored and “retained their new tricolor sensory 

capacity for more than two years."[5] Additionally, there have been 
no detected harmful side effects from the treatment; four more 
animals have been successfully treated since. These auspicious 
trials suggest that there may be a permanent fix to color blindness 
in the near future; however, gene therapy is often prohibitively 
expensive, costings hundreds of thousands of dollars per patient. A 
short-term, cheap solution to some of the issues faced by the color 
blind is needed.  

The burgeoning field of computer vision lends itself well to 
this problem. Much work has been done in the area of feature 
recognition. Projects like Google's Deep Dream and work in robotic 
vision are some of the wide applications of computer vision. 
Computers' abilities to analyze images is greatly enhancing. These 
methods can be used as the small, cheap fix to some color-blind 
issues. A first step would be to examine images. 

Instead of recognizing complex features, a machine needs 
only to examine the colors in an image. With appropriate 
knowledge of the problem domain, it should be able to diagnose 
whether there is areas of the image that may cause issues for the 
color blind. For example, given a set of color blind tests, it would 
be able to tell which slides a person affected would have trouble 
with. This process can then be incrementally furthered. The system 
can: 

1. mark all problem areas. 

2. fix the problem areas without losing too much of the 
context of the image. 

3. perform the preceding actions on a video. 

4. perform the preceding actions on a live video feed. 

For the scope of this research, the first and second objectives 
will be addressed. Unlike the glasses, the machine is not dealing 
with the light itself, but how it is displayed. Thus, this could be 
easily expanded to support all of the common types of color 
blindness.  

The overall goal of this research is to create a prototype to 
prove that a system can be trained to identify and resolve areas of 
potential color blind confusion in images. 

2. METHODS 
2.1 Data Creation 
2.1.1 Image Creation 

Initially, it was planned to use standard Ishihara Color 
Test plates, such as those used by eye doctors, as the data for this 
experiment. See figure 1 for an example. However, this afforded 
little control of the data. The learning process would rely on only 
the Ishihara samples publicly available online. 
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Figure 1. A red-green Ishihara color blind plate. 

https://en.wikipedia.org/wiki/Ishihara_test 
Instead of this, new data was generated for the sake of 

this experiment. This allows for a wider range of data to be created 
and manipulated to help the system learn more color combinations. 
The data created using Adobe Illustrator. A background was chosen 
and then a foreground image was drawn. The colors of the 
background and foreground were tweaked until a red-green person 
with red-green color blindness started having trouble distinguishing 
between the two. Figure 2 shows pink sailboat on a gray 
background. 

 
Figure 2. A sample image created in Adobe Photoshop. 

For a person with color blindness (particularly red-green 
color blind), it may be difficult to discriminate between the 
background and foreground (at least for myself, a person with red-
green color-blindness). This process will be continued to create a 
plethora of color combinations such as blue-purple, brown-red, 
orange-yellow, red-green, etc. These color combinations will then 
be altered and repeated. For example, dark blue and dark purple 
will be used in one image a lighter tint of each color will be used in 
another. Issues with the devised data creation system will be 
explored in the Future Improvements section. 

2.1.2 From Image to Data 
The image data needs to be represented in a more 

quantitative format while still maintaining the information stored in 
the picture. Namely, the information to retain is the color and 
location of each pixel. Thus, the x and y position will be stored as 
well as the red (R), green (G), and blue (B) values for each pixel. 
Table 1 shows a few rows of the data table representing the sailboat 
image from figure 2. 

Table 1: Data representation of sail boat picture. 
x y R G B 

0 0 205 205 205 
1 0 205 205 205 
2 0 205 205 205 
  

⋮ 
  

57 116 233 184 217 
  

⋮ 
  

300 300 205 205 205 

With the primitive creation method used to form this 
data, some editing needs to be done yet. One may notice that all of 
the background pixels may have the exact same red, green, and blue 
values. At that, the foreground also only include a narrow range of 
colors. This is not an issue immediately, but looking forward to the 
color detection and generalization methods that are be used, this 
will cause problems. These issues and solutions to them are be 
expounded upon in future sections. 

2.2 Color Detection 
2.2.1 k-means 

An unsupervised learning algorithm for pattern 
recognition is used to segment the image. Differences in color are 
detected in each image. K-means clustering [4] is being used to find 
distinct trends in the pixel data. Since each image is created to 
depict a combination of two colors, the k-means algorithm is 
instructed to dichotomize the data. 

The Python SKLearn package was used to implement k-means 
clustering. The algorithm works as follows: 

1. Determine how many clusters the data will be separated 
into. For this research, two clusters are be used. 

2. Randomly select a mean for each cluster. 
3. Classify each piece of data according to each mean. 
4. Use these new classifications to recompute the mean of 

each cluster. 
5. Repeat 3-4 until the clusters converge (that is, they do not 

change more than a threshold between iterations). 

Using this algorithm on the sail boat image shown in figure 2 
successfully bisects the data into clusters. The clusters have been 
changed to black and white to clearly illustrate the difference: 
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Figure 3. Image after segmentation by k-means algorithm. 

It is expected that the system will identify issues with the 
red and green more so than the blue since it will be given data for a 
red-green person with red-green color blindness. Though k-means 
is sensitive to outliers, since multiple images are be created for each 
color combination, local maxima convergence will, hopefully, be 
avoided. 

2.3 Generalization 
2.3.1 Adding Background Noise 

As previously mentioned, each image's foreground and 
background are very distinct, but in fact only have a few different 
RGB in each of them. For example, the background cluster of the 
sailboard image contains only (205, 205, 205) values in the RGB 
columns. If a single pixel's colors were changed, the k-means 
algorithm may have a hard time classifying it. However, if the 
colors were less uniform, the k-means algorithm could train itself 
on more varied, yet still distinct data. Thus random normal noise is 
added to each pixel's B, G, and R values. The parameters for this 
noise were arbitrarily chosen to be a mean of 0 and a standard 
deviation of 3. This these changes to the data, the image that the 
algorithm trains on looks as follows: 

 
Figure 4. Normal noise added to each pixel of an image. 

After running the k-means algorithm on this new data, a 
few cases were noticeably misclassified in this example; however, 
overall it did about as well. 

 
Figure 5. Clustering on data with normal noise. 

2.3.2 Across Image Generalization 
This idea of generalization is then brought further. Say 

there are two images, one with a gray background and a pink 
foreground and the other with a pink background and a gray 
foreground. In the long run, it would be desired for both of these 
pinks to be in recognized as the same cluster and the grays to be 
combined as another single cluster.  

This can be achieved by stacking the data together. Only 
the color data of each pixel is used as input to the k-means 
algorithm. Thus, the data from many images can be combined 
together and trained on simultaneously. This offers the benefit of 
controlling the amount of clusters across multiple images. 
Furthermore, data with different clusters can be stacked. 

Data with reds and greens can be combined with data 
with grays and pinks and the algorithm can be configured to look 
for 4 clusters. For the most general case, the data from all images 
could be stacked, and clusters can be found and combined across 
the whole test data set. 

2.3.3 Clustering Generalization 
With our current methodology, to categorize a new 

image, we would need to stack its data with the data from all of the 
other images. This is extremely computationally intensive and 
inefficient. Instead, we use a supervised learning algorithm to learn 
how to cluster. 

With the clusters already known for the training data, a 
neural network will be trained to learn how these categories were 
formed. This is particularly useful for images without a binary color 
scheme. If the image passed has red, blue, and pink in it, the 
supervised neural network will categorize all of these. This is a 
necessary step in making the system work for real images. 

2.4 Color Correction 
2.4.1 Drawing a Border 

One simple correction method that could be employed is 
through the use of edge detection. Once the system is properly 
trained to determine problem areas in images, an edge could be 
detected. Tracing this area with a thin black line would offer a 
visible separation between the two competing colors, while trying 
not to lose the information stored in the image. 
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Figure 6. A thin black border is drawn between clusters. 

2.4.2 Color Adjustment 
Another correction procedure is to change the colors or 

contrast of the image itself. For example, in the sailboat data point 
in figure 2, the pink or the gray could be darkened. This method 
would leave the picture more intact as it wouldn't draw black lines, 
which could make the image more cumbersome to look at. 
However, this color changing would have to be very precise as to 
not completely alter the image. Changing the boat to black would 
assuredly make it more visible, but the image is no longer of a pink 
boat and a gray background. Subtly changing the color values or 
contrast would ensure that the image is still intact while being more 
accessible. With improvements to the system such as user testing 
this mechanism could be fine-tuned to translate an image into a user 
and color blind friendly picture. In this research, a very primitive 
approach is taken. In one cluster, the red values are increased and 
the greens decreased; the opposite happens in the other cluster. 

 
Figure 7. Cluster colors slightly adjusted. 

3. Results Analysis 
The output of this system is the corrected images. For the 

scope of this research, wide, comprehensive results are not 
provided. Only one person evaluates whether the objects are easier 
to distinguish; and indeed, they are. Peers were consulted as to how 
destructive the algorithm is, that is how much it alters the colors. A 
proper analysis would involve both groups of subjects with and 
without color blindness. They would examine the image before and 
after processing and comment on the effectiveness and 
destructiveness. 

4. Conclusion 
Overall, this research has outlined the prototype to a 

system for assisting people with color blindness. Images are 
ubiquitous on the Internet. This system provides a method for those 
affected to enjoy and appreciate this information as anyone else 
could. An ensemble of machine learning mechanisms provides 
color clustering; these clusters are then used to determine if there 
will be any potential confusion in the image and corrects 
accordingly. Importantly, this correction process does not destroy 
the image, so the message being communicated is not lost to the 
viewer. The process can be followed in full through the in figure 8. 
Further additions have been suggested throughout this paper, but 
there are yet more that would bring this research to greater heights. 

 
Figure 8. The entire correction process. 

5. Future Improvements 
5.1 Improved Data 

The data is currently created by one person that is red-
green color blind. This is a humble start, but everyone's color 
blindness is a little different. Thus, creating data that caters to only 
one person may leave out issues experienced by many other people 
with red-green and blue-yellow color deficiencies. 
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To solve this problem, the National Eye Institute or even 
an eye doctor could be inquired about the data. They could judge 
the data set created to see if there are any glaring cases missing 
from examination. Alternatively, they could provide the data 
themselves. This expert analysis of the problem would make the 
system more reliable. 

5.2 Including Users in the Development 
The users could help refine both the data and the 

correction functionality. Similar to an expert's opinion, getting 
feedback from many users will help create reliable data. This will 
ensure that no color combinations go un-learned by the system.  

After the system has learned with a more inclusive data 
set, the users could also help judge the color correction. They could 
be given before and after pictures; offering their input as to whether 
the system actually accomplished its goal of helping them 
distinguish the colors in the image. Additionally, a non-color blind 
group of people could be brought in, again given the before and 
after pictures. These participants would be able to determine how 
drastic a change the system made to the image. Combining 
feedback from these two groups of people would help reach an 
equilibrium between making an image more accessible while not 
altering its meaning. 
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ABSTRACT
This paper focuses on creating and testing a pseudo random
number generator (pRNG) using a branch of mathematics
known as chaos theory. Generators are created based off
of several chaotic systems. This paper goes through the
process of how the tent map was chosen and modified to
create a good rng. There has been research on the tent map
as a generator, but not in this kind of sense. The tent map
has had natural problems with computer hardware in the
past, but those deficiencies were taken care of. This paper
analyzes that creation process and tries to categorize the
generator that was created.

1. INTRODUCTION
Random number generation (RNG) has been around for a
very long time. Ever since a person spoke the words ”heads
or tails”, people have been randomly generating numbers.
One of the most used random number generators on the
planet is a die or the usage of multiple dice. Items such as
coins, dice, and similar random chance methods are known
as true random number generators. (tRNG) These genera-
tors are used to pull a truly random number, and if made cor-
rectly, perform that task perfectly. However, humans have
been trying to replicate this process on a computer ever
since they started making video games, protecting informa-
tion, and any other task that involves the usage of a random
number. These generators are often known as pseudo ran-
dom number generators. (pRNG) It must be asked, what is
are random numbers?

Definition 1. Random numbers are numbers that occur in
a sequence such that two conditions are met: (1) the values
are uniformly distributed over a defined interval or set, and
(2) it is impossible to predict future values based on past or
present ones.

The goal of this paper is to educate about random number
generators and to create a computerized tRNG, or at least
come as close as possible to creating one.

2. BACKGROUND RESEARCH

2.1 Theory
Pseudo random number generation has been a discussion
topic in mathematical computer science for a very long time.
One book that people often refer to for information on pseudo
random number generation is ”The Art of Computer Pro-
gramming” which is written by Donald Knuth. [3] He de-
scribes the creation of one of the most popular original pRNGs

known as the Linear Congruential method, which is dis-
cussed a little later from now.
One thing about pRNGs that is talked about are their period
length.

Definition 2. A period is the length of the string gener-
ated before it repeats a generated number.

The longer a period, the better the generator. Long is arbi-
trary though in this case, as in, there must be a long enough
period to satisfy the needs of the generator’s purpose.
Another topic that Donal Knuth talks about is seeds.

Definition 3. A seed is a number or vector used to initial-
ize a pseudo random number generator.

Seeds can have an impact on how well pRNGs work. Ev-
ery seed gives its own form of output. To abuse a pRNG
correctly, we must choose a seed that generates the longest
period, and similar seeds like it. However, in the realm of
chaos theory, this isn’t a problem. No seed should have a dis-
tinct advantage over another. Thus, generators must have
seed choice irrelevance.

2.1.1 Linear Congruential Method
This is the most flushed out RNG in the research of RNGs.
It has a very simple formula,

Xn+1 = (aXn + c) mod m.

What should be noted is that X is the sequence, a is some
multiplier, c is an increment, and m is a modulus to keep
the numbers in a certain range. This method showed the
importance of long periods and picking the correct seed. It
proved that choosing a good seed can make or break the
generator. It was also decided that seed choice must be
avoided at this point.

3. CHAOS THEORY AND ITS ROLE
Chaos theory plays a very important role in the discovery
of this new method to generate pseudo random numbers. A
Chaotic Dynamical System has two major properties. Ac-
cording to Robert Devaney,

Definition 4. A dynamical system is chaotic if it satisfies
three conditions: transitivity, have a dense set of periodic
points, and sensitive dependence on initial conditions.

This definition is the widely accepted definition on what it
means to be chaotic. The funny thing, is that this defini-
tion also defines a random number generator in some odd
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way. These three conditions can be compressed into two well
defined requirements.
The first of these two requirements is sensitive dependence
on initial conditions; each point in a chaotic system is ar-
bitrarily closely approximated by other points with signifi-
cantly different future paths, or trajectories. Thus, an ar-
bitrarily small change, or perturbation, of the current tra-
jectory may lead to significantly different future behavior.
A more simple definition is that arbitrarily close seeds cre-
ate widely diverging sequences. This is key to generating
random numbers because as long as the seeds are not ex-
actly equal, they should be extremely different. Thus estab-
lishing a requirement denoted as practical unpredictability,
given any sequence without the equation for the generator, it
should be nearly impossible to predict the next term no mat-
ter how long the sequence is. Thus, if the system is chaotic,
then it has sensitivity to initial conditions, and therefore has
practical unpredictability.
The second of these two major requirements is that a chaotic
system must have a dense orbit ; every point in the space is
approached arbitrarily closely by periodic orbits. A periodic
orbit is a point which the system returns to after a certain
number of function iterations or a certain amount of time.
The dense orbit contains many different periodic orbits, thus
creating long periods, seed choice irrelevance, and possibly
a uniform distribution.

4. METHODOLOGY
This project is designed to take the chaotic system known
as the tent map and turn it into a generator. The steps
are to modify it so that the computer can preserve the
chaotic properties of this mapping. Then once the gener-
ator is coded, it must be tested. There are many testing
suites out there to test random number generators, however
the most recognized testing suite is the dieharder test suite.
The dieharder test suite is made up of three other test suites,
plus more tests made by the creator of the suite.

4.1 Coding
There was a major challenge that came with producing all
of the code for this project. This project utilized two differ-
ent languages throughout the process. For all the prelimi-
nary setup work, python was chosen for its ability to create
histograms in as little code as possible. For the generator
creation and testing, C was chosen because of how close it
relates to the hardware.

4.1.1 Python Theoretical Portion
During the python portion there were a couple things that
needed to be done and led to python being chosen for these
tasks. Python has a plethora of packages for doing simple
mathematical calculations with the numpy library. On the
other side of that coin, there is the robust plotting library
known as seaborn, which was used to make all of the his-
tograms in this paper.
The first system that was analyzed is known as the Logistic
map. To be even more specfic, it was the logistic map of
degree 4, 4x(1− x). It is one of the most recognized chaotic
systems. After plotting a distribution for it on the interval
[0, 1], the logistic map was abandoned as the ulam distribu-
tion pictured below appeared.

Figure 1: Ulam distribution for the logistic map

Seeing as that distribution isn’t uniform, it was decided that
the system must be more linear. Thus, the tent map was
chosen as the next system to examine.
The tent map is as follows,

f(x) =

{
2x 0 ≤ x ≤ 1

2

2 − 2x 1
2
< x ≤ 1

.

Then a histogram was plotted to check to see if this distri-
bution was uniform as well.

Figure 2: Distribution for the tent map after plot-
ting 150 iterates

Seeing as this distribution had a ton of zeros, and a very
balanced amount spread throughout the rest of the chart,
something seemed off. It was then discovered that IEEE re-
leased a floating point standard in 1985. This standard says
that floating point words are made up of 52 fraction bits,
11 exponent bits, and 1 sign bit. It just so happens that
the tent map is equivalent to a bit shift map on the interval
[0, 1

2
]. The map is also simultaneously a bit shift and bit flip

map on the interval [ 1
2
, 1], since the map is base two, it will

zero out guaranteed at the 54th iterate. The standard did
not change how 64 − bit words were organized since then.
Note, that the tent map will zero out once the number frac-
tion bits is exceeded. Thus, this is a hardware problem.
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This became dubbed as the bit-loss problem. Proofs are in
the appendix to show the mathematics behind this problem.
The trick became solving the bit-loss problem while also
preserving the properties of the tent map. The answer was
simple, instead of two sections, break the tent map into three
sections.

f(x) =


3x 0 ≤ x ≤ 1

3

2 − 3x 1
3
< x ≤ 2

3

3x− 2 2
3
< x ≤ 1

.

A proof was then written to show two things, the tent 3 map
is chaotic, and the tent 3 map is a ternary shift. Once these
proofs were written, it the tent 3 map had to be plotted on
a computer to verify the proofs.

Figure 3: Tent 3 map after 300000 iterates

As can be seen by the above distribution, the system is uni-
form. To put everything together, since the tent map is
chaotic and creates a uniform distribution all requirements
are theoretically met. The map has sensitivity to initial con-
ditions, dense orbits, and it is linear. Thus, it has practical
unpredictability, seed choice irrelevance, seemingly infinite
periods, and a uniform distribution. But, of course, it must
be put to the test.

4.2 C Application Portion
The chaotic tent 3 map doesn’t get destroyed by a computer
like the original tent map. The tent 3 map hasn’t been
programmed as a generator before, so that must be figured
out next. Thankfully, there is the general scientific library
(gnu scientific library) that was written in C. This library
supplies many different methods for the initialization, seed
generation, tear down, and output capabilities for making a
good generator.
The next thing that had to be solved is how does it get
tested? The best way to test a generator is to pick a good
statistical test suite. Dieharder is a statistical test suite
that was created by Robert G. Brown, who is a professor at
Duke University. [1] This test suite is comprised of several
different test suites, which are the original diehard tests,
the NIST test suite, the statistical test suite (sts), and tests
made by Dr. Brown himself. Of course, the usefullness of
all these different tests overlap with one another, but it is
extremely useful to have all 114 different tests. To add to

the thoroughness, dieharder will the tests multiple times to
generate a large pool of results. The one complication here
is the data type. The dieharder test suite requires a text file
or a binary file full of numbers from 0 to MAX INT . Of
course, it wants UINT MAX, and the integers have to be
32-bit integers The complication then becomes a matter of
converting from an integer(seed) to a float(calculations) and
then back to an integer(output) again. This matter became
trivial after thinking about how the architecture works. If
we want to have a file full of 32-bit signed integers and the
float data types are 32-bit, then seven bits of exponent are
lost when switching from float back to int. The fix is to do
all the calculations in 64-bit words, bits will still be ”lost”
converting from int to float to int, but they will be lost
anyway going from 64-bit to 32-bit words. The key was
to trick the computer into only returning the signed 32-bit
portion of the 64-bit, then the output would be all 32-bit
integers that are on the range [0,Max Int]
Needless to say, that silly fix solved all the precision prob-
lems. Just like changing the mod to solve the zero out prob-
lem, moving up an order of bit magnitude solved the storage
and type conversion problem. Thus, the generator was fi-
nally able to be tested.

5. RESULTS AND ANALYSIS
Needless to say, all the dieharder tests were passed by both
the mod 3 map, and by the mod 3 tent map. The results
are comparable to the Mersenne Twister known as mt19937,
and the AES OFB generator. The dieharder tests outputs
a bunch of p-values for each statistical test. Then they are
categorized into three broad categories of passed, weak, and
failed. Passed gives a value, failed returns zero, and weak
returns a ridiculously high or a ridiculously low p-value

Table 1: Some Dieharder output
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The important thing to look at with the table on the next
page, are the p-values. Not specifically analyzing how they
directly compare, because they are going to come out dif-
ferent every time. The reason for that is the numbers are
sampled from the generator and then sampled by the test,
and those elements are going to change every time. The im-
portant thing to note is that a weak result every so often,
and a failed every so often are a good thing. The problem
is when they happen all the time. The different generators
that were tested return a wide range of values, but they are
widespread enough to where it isn’t a serious problem. In
fact, these results are assumed to be correct behavior. The
results show an assortment of the average p-values wanted
which is in the range of .4 to .6, outliers around .05 and .95
which are wanted a very small amount of the time, but still
wanted and then every other kind of value in between.
Thus, one could argue at the moment, that this chaotic sys-
tem full of mathematical bit shifts and taking the comple-
ment, is comparable to AES and the most respected Mersenne
Twister. However, these generators are more well respected
because of how long they have been used in industry. The
AES generator and the Mersenne twister generator have
been around for 10 - 20 years each. This has given them
plenty of time to be repeatedly tested and repeatedly used,
thus building its reputation.

6. CONCLUSION
Throughout this project there have been several discoveries
that cannot go unnoticed. The first one is how data type
conversions are more precise when 32 bit words are getting
stored into 64 bit words when converting between floats and
integers. The next major key here is how a theoretically
perfect map can ”zero out” on a computer due to its nature,
but somehow be modified to achieve the overall goal. The
last lesson is that theoretically perfect only works if there is a
simple way to preserve the purity of the system in practice.
Otherwise, theoretically perfect will never equal possible,
until a practical method is discovered. It is still amazing that
such a simple function design works this well as a generator
at the time this paper is written. The final result is that for
now, this generator is successful, but it must be continually
tested and keep doing well.
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APPENDIX
Proposition 1. The mod 2 map is a shift.

Proof. Suppose we have a mapping function f(x), where

f(x) =

{
2x 0 ≤ x ≤ 1

2

2x− 1 1
2
< x ≤ 1

where 0 ≤ x ≤ 1 implies that x is always some decimal
number. Therefore, since computers do there calculations
in binary we may represent x in the form d1

b1
+ d2

b2
+ d3

b3
+ ....

So, all x values are of the form d1
21

+ d2
22

+ d3
23

+ ....

Now suppose that x ≤ 1
2
, then by f(x) we must multiply

x by 2, which looks like, 2 · ( d1
21

+ d2
22

+ d3
23

+ ...) = d1 +
d2
21

+ d3
22

+ d4
23

+ .... This may be called a left shift, since
all of the components of x simply lost a power of 2 in the
denominator. and therefore they all have a greater value.

Next, suppose that 1
2

< x ≤ 1, then by f(x) we must

multiply x by 2, which looks like, 2 · ( d1
21

+ d2
22

+ d3
23

+ ...) =

d1 + d2
21

+ d3
22

+ d4
23

+ .... But, this time we subtract 1 as

well, because d1 + d2
21

+ d3
22

+ d4
23

+ ... > 1. Which obtains,
d2
21

+ d3
22

+ d4
23

+ .... This may be called a left shift, since
all of the components of x simply lost a power of 2 in the
denominator. and therefore they all have a greater value.
However, we also cut off the leading term so that we stay
inside the range of the map, but it is still a left shift.

Thus, the mod 2 map is a shift map.

Corollary 1. The mod 2 map and the tent map will always
zero out after 54 iterations.

Proof. In 1985, the Institute of Electrical Electronic En-
gineers published IEEE 754 (Standard of Floating Point
Arithmetic) in 1985. Thus, on all modern computers every
64-bit floating point number is divided up into 53 coefficient
bits, 11 exponent bits, and 1 sign bit.

By Proposition 1, we know that the mod 2 map and the
tent map knick a term off the front, then recalculates. Since,
its in binary, that bit. After 54 iterations of this we only
return 0, since the floating point coefficient bits have over-
flowed with zeros.

Thus, the mod 2 map and the tent map zero out on com-
puters.
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ABSTRACT 

This project involves analyzing the current technologies that are 
used to create responsive applications in the web and aims to test 
the newest option, CSS Grid, as a potentially more powerful and 
efficient option for building layouts. In order to analyze both 
technologies from a developer’s point of view, two equal landing 
pages were created, one using Bootstrap and another one Grid. To 
avoid biases, the original landing page design was created using 
pen and paper and then digitally illustrated. After having developed 
both versions, CSS Grid has proven to be the best layout and 
responsive design tool by having more features and being able to 
separate content from style more efficiently than Bootstrap, which 
improves maintainability and allows for more flexibility when 
dealing with user interface changes over the years.   

Keywords 
Web Development, Responsive, Design, 

1. INTRODUCTION 
When the world wide web first came to be, no one expected that it 
would grow to be one of the most important environments in 
software development. This growth forced the initial technologies 
used to adapt to the challenges we faced over the years. The main 
challenge discussed in this document is the creation of responsive 
applications, which consists of creating applications with layouts 
that adapt to different screen sizes without the need to build 
multiple versions of the same application.  
 

To understand the nature of the subject discussed in this document, 
it is necessary to understand that HTML (Hypertext Markup 
Language) is what composes the structure of a web page and 
content that it holds while CSS (Cascading Style Sheets) define the 
stylistic properties of that structure. A framework (such as 
Bootstrap) is a collection of pre-made styles and properties that can 
be applied to HTML. 
 

 
Before Responsiveness was a concern, the first challenge was to 
build layouts and one of the first ways used to create layouts on the 
web was by the use of HTML tables in the 90s [1]. There the whole 
page would be one table where specific cells would be used for 
specific content or component and although it worked, the 
extensive markup, slow load time and visual inconsistencies [1] 
made tables a problematic option. 
 

By the year 2001 Internet Explorer 6 was released [2] and that 
allowed for CSS to start gaining momentum. CSS is mainly used to 
give a web page it’s appearance, making possible for content and 
style to be separate and by then the use of relative and absolute 
positioning [2] was used as a primitive grid that served as 
foundation for many features we use today.  
 

The next revolution that influenced web development was 
Smartphones. Since Steve Jobs unveiled the iPhone in 2007, 
smartphones grew to be the main way people use the web and in 
2016 it is estimated that 77% of Americans own one [3]. The 
amount of different devices with different screen sizes, operating 
systems and browsers made it so responsive design was 
complicated and daunting process that many developers dreaded. 
  
Many tactics and workarounds were used to build responsive 
design and along the years many CSS frameworks, like Bootstrap 
and Foundation, were created to accomplish responsive design. 
Although frameworks work, they offer new challenges in 
maintainability and flexibility to layout changes because they add 
unnecessary code to the structure and content. It is good to note that 
those frameworks are not only used for responsive layouts but to 
give developers the ability to create a decent looking application 
with no graphic design skills, so they offer value in many different 
ways and might still be a good option today. 
 

The newest option available is CSS Grid Layout, which is a new 
way to layout and build responsive application with pure CSS, 
which is a different approach to development compared to 
bootstrap and foundation because it separates style from content 
and markup. This is of extreme importance because it affects how 
easy the web application is to maintain and how flexible it is when 
changes need to be done over the years. For those reasons, I 
hypothesize that CSS Grid is an easier and more flexible way to 
build responsive web applications compared to Bootstrap’s grid 
system. 
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2. METHODOLOGY 
To test the hypothesis, a landing page for a fictional organization 
was designed and developed. What was being tested in this 
experiment is how CSS Grid keeps content and markup in the 
HTML code separate from style and how it’s features can allow 
developers to create layouts that are not possible in contrast with 
Bootstrap.  
 

2.1 Design 
To avoid biases, the landing page was created using pen and paper 
and later recreated digitally so it could be better presented. 

 
Figure 1. Digital Wireframe created from original drawing. 

 
The page was divided in two sections, header and picture gallery, 
which can be viewed in Figure 1. The list of components for each 
section is displayed in table 1 bellow. 
 
Table 1. Components necessary for the creation of the layout. 

Subcomponents are in this scenario components that don’t 
influence layout or its responsiveness. 

Component Section Subcomponents 

Navigation Bar A Logo, Back Link 

Header A Title, Paragraph, 
Button 

Pictures B none 
 
The section used to test the responsive design features is Section B, 
the picture gallery. At full size the gallery will display six pictures 
in a 3x2 fashion, at medium size 2x3 and at small size 1x6. This 
will be discussed with more detail in section 4.3. 
 

2.2 Technology Background: Grid Systems 
Grid systems are used to specify where items in a page will live 
and responsiveness is where the items live at a specific screen 
width.  
 

The usual way this is done is by having the page divided into a 
number of equal columns and then specifying how many of those 
columns should an items length take, having its height defined 
separately and the order of appearance defined by the order they 
appear in HTML. The way responsiveness is achieved is done by 
specifying how many columns the item takes at a specific screen 
size, and this principle remains the same for both Grid and 
Bootstrap. 
 

Since Bootstrap is a framework, it is necessary to download the 
specific CSS files in order to use them. After importing the files, 
the premade classes are ready to be used with the HTML. The grid 
system in Bootstrap is made up of twelve columns and to place an 
element in the grid it is necessary to add extra HTML tags to define 
a container of rows and more html for each row as well as the 
classes for the items. 
 

With CSS Grid, there is no files to be downloaded and all you need 
is a parent HTML element and set it’s display property to “grid”. 
Grid allows the developers to set any number of columns and rows 
and the placement of items in the grid is done in the same CSS file 
without the need of any extra html markup. 
 
 

2.3 Software Development 
Before the implementation of the landing page I chose that the 
website was going to be a landing page for a fictional pizzeria 
called “Amore Mio” and after selecting a few free to use pictures 
the development process could start. 
 

The first step was to set the folder structure for both versions. Each 
folder being named correctly and containing an HTML and CSS 
file each. After the set up was done the next step was to implement 
the CSS Grid version. 
 

2.3.1 Software Development: CSS Grid 
When using CSS Grid, the developer has the freedom to create any 
number of columns but in this specific implementation, I decided 
to create twelve columns so it would be the same as Bootstrap and 
better compared.  
 

This was done by simply setting the parent element, which in this 
case was the body, to “display: grid;” and then adding “grid-
template-columns: repeat(12, 1fr);” as a property. This property 
creates 12 columns of 1 equal fraction of width each. Note that CSS 
Grid’s columns don’t need to be the same width. I also included the 
“grid-template-rows: 60px 450px;” being the first row the 
navigation bar with 60px of height and the 450px the header 
component (see Table 1). This could also be accomplished by going 
to the specific components and setting their height there. 
 

Setting items turned out to be easier than setting up the grid. To 
place the navigation bar, that spans across all columns, all that 
needed to be done was add “grid-column-start: 1;” and “grid-
column-end: 13;” which could also be written with only one line 
“grid-column: 1/13;”. The reason why that is 13 in a 12 column grid 
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is because, differently from Bootstrap, CSS Grid uses lines of the 
columns as references instead of the columns themselves. 
 

Given those concepts, the rest of the CSS Grid development 
involved setting up another grid for the Section B on a HTML main 
tag and placing the pictures inside. This was done by setting the 
“grid-column-start” property of every picture to “span 4” meaning 
that every picture should take 4 columns out of 12, giving us an 3x2 
grid by default. 
 

To achieve responsiveness with CSS Grid, you can use all of those 
features and others, discussed later in this document, and combine 
them with media queries. For this project all I needed to do was set 
up 2 media queries. One where the pictures would “span 6” when 
the browser’s screen size is smaller than 750px and another where 
pictures would “span 12” when screen size is lower than 500px. 
 

To finish this implementation, the gutter was created by adding 
“grid-gap: 15px;” in the Section B parent, which is a feature that 
allows you to  define gaps between rows and columns in only one 
line of code. Refer to Figure 2 for the final result of this 
implementation.  
 

 
Figure 2. Final CSS Grid implementation 

 

2.3.2 Software Development: Bootstrap 
Differently than with CSS Grid, Bootstrap requires the developer 
to shift his focus to HTML instead of CSS and development is 
fairly quick once you have all the Bootstrap files imported. 
 

Since the grid in Bootstrap is already defined to be 12 columns, all 
you need to do is add specific classes to HTML elements to position 
and make elements responsive. This process is fairly quick for 
developers that are familiar with the Framework and its speed of 

implementation is one of the main reasons why Bootstrap is so 
popular. 
 

To position the header component so it would span all 12 columns, 
the class “col-lg-12” is added into the header HTML tag. That 
specifies that the element is a “column” element and it takes 12 
columns when large which is really convenient. In Bootstrap the 
sizes are predetermined and large means 992px and up [4]. 
 

A common thing when using Bootstrap is that extra HTML Markup 
needs to be added in order for the functionalities to work. When 
creating Section B, which is the main responsive component, the 
main parent takes in a “container” class and an extra division tag 
needs to be added for every row in the grid. After that every item 
inside the row requires 3 classes in order to be responsive in 3 
different screen sizes. In the case of the pictures the classes used 
were “col-lg-4 col-md-6 col-sm-12” to create the responsiveness. 
This is very quick to set up but also very redundant. 
 

The main challenge that I ended up having with this 
implementation was the gutter system between columns and rows. 
Adding paddings, margins or borders to would cause the columns 
to have double gap. So to be able to create an even grid gap that is 
responsive with Bootstrap you would have to add media queries to 
change to settings on individual pictures in their different screen 
sizes. But what if the pictures are being read from a database? There 
is simply no work around.  The solution to that was to add borders, 
which made the layout look similar to what was originally intended 
in the wireframe design but not perfect.  Notice in Figure 3 how the 
gutter is uneven on the sides and top. 
 

 
Figure 3. Final Bootstrap implementation 
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3. ANALYSIS 
After both versions of the page were built, there was no significant 
differences in development time (Both took around 2 hours and 30 
minutes). That said, it is significantly easier to get a grid project 
started since there is no need to import any files.  
 
For the summarized comparison of main features and benefits 
refer to Table 2. 
 
Table 2. Features and Benefits Comparison showing that CSS 

Grid allows for more customization and flexibility to create 
complex layouts 

Feature CSS Grid Bootstrap 
Media Queries 
Independent  ✓ 

In built Gutter ✓  

Automatic rows ✓  

Custom column count ✓  

Vertical Span ✓  

Custom column widths  ✓  

Dependency free ✓  

Content reordering ✓  
 
When comparing both technologies, the main advantage of using 
the Bootstrap Grid system is that you don’t need to think about 
setting media queries and break points. With this freedom comes 
the price of less customization but that is one of the reasons why 
Bootstrap is so popular. As far as CSS Grid goes, there are many 
benefits of using it as a layout tool compared to bootstrap. 
The gutter system I found to be the most obvious one. It was nearly 
impossible to recreate a gutter system that is responsive with 
Bootstrap alone and having it inbuilt in grid within one line of code 
is really convenient. 
 
My second point in favor of Grid is that compared to Bootstrap, 
CSS Grid is highly customizable. If you wanted to create a 15 
column layout in Bootstrap you could as a developer go into its CSS 
file and edit its classes but the extra functionality you would get out 
if it is not worth going through around 9 thousand lines of CSS 
Code (Bootstrap V4) and risk creating unexpected or broken 
behavior of other features. Grid also allows the developer to create 
different sizes columns and rows, which is a feature that doesn’t 
exist anywhere else. 
 
The most important feature I found it was the way CSS Grid 
handles rows. Not only can you specify row sizes but also have it 
as automatic handling. This at first sight doesn’t seem that 
important but it plays an important role in how it reduces the 

amount of extra HTML tags and classes needed to create responsive 
layouts. In a big project this feature can help improve 
maintainability. 
 

4. CONCLUSION 
As a layout tool, CSS Grid is superior than Bootstrap. The amount 
of features allow for very customizable and easily changeable 
layouts and combined with media queries it can make designing 
responsive applications very fun and efficient, making possible to 
create layouts and user experiences that were not possible before. 
 

The only downside of CSS Grid is that changing the order of 
content with CSS can cause accessibility  problems for users using 
screen readers, so that is something to consider when improving 
upon this technology. 
 

When it comes to making a decision on which one to use, the 
conclusion is that both Grid and Bootstrap have a place in 
development, but those places are different. CSS Grid might be 
superior when setting up complex layouts but Bootstrap still offers 
developers a quick way to set styles and allows for developers to 
create a fairly good looking application quickly. So if the project 
doesn’t require unique design and the objective is to build 
something really fast, bootstrap might be a good option but for 
serious web development where a design team is involved with 
development, CSS Grid is the best bet for creating any layout 
imaginable. 
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ABSTRACT 

This research project investigates the development of computer 

security documentation. Computer security includes the protection 

of hardware, software, and/or digital information from theft and/or 

damage, along with preventing disruption or misdirection of the 

services a computer may provide. The scope of the research was to 

develop a document detailing the basic fundamental concepts of 

computer security that individuals of all backgrounds can use 

without requiring prerequisite knowledge of computer security. 

The core concepts of the document encompass phishing, social 

engineering, password security, trusted/untrusted networks, 

viruses, malware, and antivirus software.  Both technical and non-

technical individuals can utilize the document to learn how to be 

safe online and make informed decisions on the internet. The 

evaluation of the efficacy of the document relies on two surveys. 

The methodology involved participants taking a pre-survey before 

reading the document. Followed by reading the developed 

document, and afterward taking a post-survey. The results of the 

first survey in comparison to the second survey are used to 

determine the efficacy. The participants are selected on a voluntary 

basis, with the focus being on non-technical individuals of varying 

backgrounds. 

General Terms & Keywords 

Computer Security, Phishing, Social Engineering, Document, 

Documentation, Survey, Passwords, Virus, Malware, Antivirus. 

1. INTRODUCTION 
In a modern world where technology plays a significant part in our 

daily lives and individuals from all occupations are using 

computers, computer security is becoming a growing issue. 

Considering the impact of good security decisions and the 

repercussions of bad security decisions, it is important that all 

individuals, technical and non-technical individuals alike, have an 

understanding of the core concepts behind computer security. 

Staying safe in a connected digital world requires a basic 

fundamental understanding of a variety of computer security 

concepts.  

The dissemination of such information would assist in enabling 

individuals to make safer decisions with computer security in mind 

are not available as one comprehensive document. Much of the 

information regarding the topic are scattered throughout a plethora 

of documents and often use language that is difficult to understand 

without a considerable prior knowledge of the topic. As such, the 

need for a document written in colloquial, simple language that is 

understandable without prerequisite knowledge of computer 

security is necessary. Therefore, the primary motivation for this 

research is due to a lack of a single comprehensive document 

geared toward a non-technical audience detailing the fundamental 

concepts of computer security 

The primary objective of the research was to develop such a 

document covering the fundamental concepts of computer security 

as comprehensively as possible. Understandably, not all aspects of 

computer security can be covered in a single document. Hence, this 

document aims at covering the most of the basic concepts related 

to computer security. This document acts as a primer to computer 

security briefing the reader on several concepts of computer 

security, rather than as a complete textbook on computer security. 

This document was created with the intention of disseminating the 

concepts as briefly and succinctly as possible without losing the 

value of the information itself. This also creates an opportunity for 

future revisions and additions to the document.  

For a non-technical community, information on the basics of 

computer security will enable individuals to take certain 

precautions, make well-informed decisions, and prevent potentially 

disastrous damages. The scope of this research is for a non-

technical audience and therefore does not include technical 

strategies for developing security, rather it is to inform about the 

basics of computer security and making safer decisions regarding 

it.  

2. HYPOTHESIS: 
The developed document detailing the basics of computer security 

increased how informed individuals were regarding computer 

security based on a pre-survey followed by a post-questionnaire.  

3. BACKGROUND RESEARCH 
The topics covered in the document are those that have been 

determined to be the most important and of widespread concern 

today. The determining as to which concepts may be of importance 

has been done via consultation with Dr. Gerald Cichanowski. The 

topics of widespread concern have been determined by considering 

their impact (cost and damage) and the common consensus of 

security organizations. The organization of the developed 

document follows how US-CERT organizes their tips for computer 

security [4]. The main areas of focus of the document are phishing, 

social engineering, identity theft, password security, 

trusted/untrusted networks, and viruses/malware. These security 

concerns are widespread and the victims are often those with less 

technical or technological experience.  

3.1: PHISHING 

Phishing is one of the security issues that has only grown in number 

over the years. According to research by the Friedrich-Alexander 

University, 76% of people reported that are aware of the risks of 

clicking on an unknown link but clicked it anyway [1]. While this 

university is in Germany and one might think not is representative 

of the United States. The situation is no different in the US, as the 

Computer Crime and Intellectual Property Section (CCIPS) 

reported that have been “more than 4,000 ransomware attacks [that] 

occurred every day since the beginning of 2016” [2]. This is in 

comparison to roughly 1000 attacks that occurred every day in 2015 
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[2]. While CCIPS stats for 2017 are not yet available, the trend 

seems to be continuing to grow. According to Verizon’s 2016 Data 

Breach Investigations Report, “30% of phishing emails are opened. 

And about 12% of targets go on to click the link or attachment.” 

[3]. Therefore phishing is of consequential importance and will 

continue to increase, which is why it is more important than ever 

for individuals to be informed about phishing. Phishing in general, 

different types of phishing, and how to avoid being phished is the 

crux of what the document covers regarding phishing. 

 

3.2: PASSWORD SECURITY 

Additionally, passwords and password security is covered in the 

document, followed by the importance of creating strong 

passwords and what constitutes a strong password. The 

aforementioned Data Breach Investigations Report by Verizon in 

2016 also found that “63% of confirmed data breaches leverage a 

weak, default, or stolen password” [3]. This is unacceptable, it is 

very important for individuals to be serious about password 

security, which is why the developed document discusses password 

security and strategies for developing a strong password.  

 

3.3: TRUSTED & UNTRUSTED NETWORKS 

The basics of trusted and untrusted networks, how to identify the 

credibility of a network, and the dos and don’ts of public Wi-Fi are 

also covered in the developed document. The motivation for 

discussing untrusted networks is due to the security concerns it 

poses. This does not just include public Wi-Fi, like coffee shops 

and restaurants but also a number of other unsecured networks. 

Even with hotel Wi-Fi, while there may be a password, the 

password is shared and anyone staying in that hotel has access to 

the network. This opens up a number of other security issues that 

could potentially occur. 

 

3.4: ANTIVIRUS 

The developed document also briefly compares antiviruses. The 

primary reference for comparing the antiviruses was AV-

Comparatives. AV-Comparatives is one of the most reliable and 

independent sources that do periodic testing of antiviruses and 

publishes the findings online. They are also unaffiliated with any 

particular antivirus. AV-Comparatives conducts a variety of tests 

ranging from real-world protection, malware protection, and 

performance. The only test that the developed document 

encompasses is AV-Comparatives’ Real-World Protection Test 

Results for July-November of 2017 [9]. Their research involved 

1769 test cases tested across several antivirus software programs. 

According to their findings for that test period and test cases, Panda 

was the only software that had a 100% protection rate. Bitdefender, 

Trend-Micro, Symantec, and Kaspersky were not far behind but 

only Panda provided 100% protection rate. However, it is important 

to note that this may vary in future tests, and no one antivirus is 

perfect. The recommendations were given accordingly in the 

developed document, taking into consideration price, performance, 

and availability.  

 

3.5: CONCEPT SELECTION 

The document is 10 pages long and includes all of the 

aforementioned topics. The document covers what the reader needs 

to know, why, and where to find additional information. The 

document also includes tips regarding computer security in general. 

4. METHODOLOGY 
The methods used to assess the validity of my hypotheses included 

surveying the internet, academic journals, and past expert research. 

The research consisted of 10 individuals, who were given a pre-

survey, a security document, and a post-questionnaire. The core of 

the research revolved around the development of a document 

detailing the fundamental concepts of computer security. 

Additionally, the research involved the development of a pre-

survey to gauge the level of information the reader had prior to the 

security document. Lastly, the research involved the development 

of a post-questionnaire to gauge the effectiveness of the security 

document and if there was an increase in the individual’s 

information on the subject. First individuals completed the pre-

survey, subsequently individuals read the developed security 

document, and lastly, individuals completed a questionnaire after 

reading the security document [refer to Figure 0]. This pre-survey 

compared to the final questionnaire determines the effectiveness of 

the main document.  

THREE-PART METHODOLOGY 

The assessment, meaning the actual comparison between the 

performances of the participants, was a combination of assessing 

correct answers as well as the opinion of participants. While 

opinion may vary, it is vital that the value such a document may 

pose to the target audience takes into consideration their opinion. 

However, opinion alone cannot satisfactorily assess the efficacy of 

the document. Therefore, short-answer questions were used to 

gauge the information of the participants. A combination of two 

types of results were used to determine the results. As a baseline, if 

60% (6/10) of the participants or more had a positive result, the 

document was deemed to be efficient in informing the given 

population sample about that particular concept. It is noteworthy to 

mention that all results are representative of the given population 

and experiment parameters.  

5. DEMOGRAPHIC OF PARTICIPANTS 
The population sample consisted of a largely non-technical 

audience of college students. The students were selected from 

classes that were either non-CS related or lower-level CS courses 

[refer to Figure 1]. The inclusion of CS students with some prior 

security knowledge ensured the population had a mixture of 

individuals with varying levels of information [refer to Figure 1 & 

2]. Hence, the pre-survey was able to capture this information, 

which would provide a more accurate depiction of the overall 

performance. Due to a small population size, the information was 

organized using first and last names, however, all information was 

anonymized in the aggregate result. 

 

 

Figure 0: Three-Part Methodology 
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6. RESULTS 
The results were largely indicative that the developed document 

was indeed effective for the given population and circumstances. 

However, to guarantee the universal efficacy of the developed 

document, additional refining of the document, surveys, and a 

larger population sample would be required, which will be 

considered in future work. 

The first indication that the document was effective for the given 

population, is the participants giving more definitive answers. One 

such example is participants providing a definition of what they 

think is a strong password. 

 

 

 

 

 

 

 

 

 

 

 

Prior to reading the document, of the 10 participants, 5 participants 

responded they were “familiar” and 5 responded that they were 

“somewhat familiar” with computer security in general [refer to 

Figure 2]. After reading the document, 3 individuals felt they were 

“very familiar” whereas they had responded that they felt only 

“familiar” prior to reading the document. Additionally, 4 of the 

individuals who had responded that they felt “somewhat familiar” 

in the pre-survey, said that after reading the document they now felt 

“familiar” with computer security [refer to Figure 3].  

Hence, the document assisted the given population in becoming 

familiar with computer security and its basic concepts. 

Prior to reading the document, in the pre-survey, 2 participants said 

they were “barely familiar” with phishing, 2 responded they were 

“not familiar”, 1 responded they were “somewhat familiar”, and 5 

said they were “very familiar” [refer to Figure 4].  

After reading the document, 8/10 participants responded they felt 

“very familiar” and 2 said they felt “somewhat familiar” [refer to 

Figure 5]. Hence, the document assisted the given population in 

becoming familiar with what phishing is. 

The participants’ opinion of the document, albeit relative, is also 

indicative of the effectiveness of the document considering 7 out of 

10 participants responded that the document covered the topics 

“very well”, and the remaining 3 participants responded it covered 

the topics “well” [refer to Figure 6]. Although not quantitative, the 

opinion of the participants is also indicative that the document was 

indeed successful for the given population.  

Given multiple options, participants were asked to select the 

options that were an example of a phishing attempt; only one 

participant was able to correctly answer the question in the pre-

survey. All other participants were only able to accurately identify 

some of the attempts.  

After reading the document, 5 individuals were able to identify all 

the phishing attempts, 1 individual was still unable to identify any 

of the attempts, and the rest were able to identify most of the 

attempts.  

Hence, considering that 5 of the participants were able to correctly 

answer the question after reading the document, whereas only 1 

participant was able to do so prior, the document was effective in 

informing the given population about identifying potential phishing 

attempts. 

 

 

Figure 1: Major of Participants 

Figure 2: Familiarity with Computer Security (Pre-Survey) 

Figure 3: Familiarity with Computer Security (Post-Survey) 

Figure 4: Familiarity with Phishing (Pre-Survey) Figure 5: Familiarity with Phishing (Post-Survey) 
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The results are indicative that the document was not only successful 

in assisting the given population in identifying potential phishing 

attempts, but also indicative that reading the document increased 

how confident participants were in their ability to differentiate 

between a phishing attempt or not [refer to Figure 7]. Therefore, 

the document increased how confident the given population was in 

recognizing a phishing attempt, and increased the accuracy of 

identifying the phishing attempt(s). 

 

 

 

 

 

 

 

 

 

 

 

 

The participants, after reading the document, were able to provide 

correct answers to questions they were not able to answer correctly 

in the pre-survey.  

 

 

 

 

 

 

 

 

 

 

 

Although the document could have been more effective in 

explaining the difference between HTTP and HTTPS, 2 individuals 

who did not know the difference, between the HTTP and HTTPS, 

did know after reading the document. However, unfortunately 3 

individuals still had difficulty in explaining the difference between 

HTTP and HTTPS [refer to Figure 8].  

The aforementioned ideas were the critical areas of assessment, and 

in all of which, reading the document increased the accuracy of 

answers, familiarity with the concepts, and a better understanding 

of topics the given population was unfamiliar with prior. 

7. CONCLUSION 
For the given population and parameters, the document was 

effective in informing the participants and familiarizing them with 

basic concepts of computer security. The results of the pre-survey 

in comparison to the post-survey enabled the assessment of the 

documents efficacy. The document was developed with the 

intention of increasing information regarding computer security. 

Individuals of all backgrounds should be familiar with computer 

security. In a growing digital world and the age of the internet, 

technology is part and parcel of everything we do, and we must be 

secure in the process. There is hope that ventures such as this 

research open a more technical dialogue in all facets of society, in 

business, in politics, in science, and all other industries.  

8. FUTURE WORK 
Future work would entail refining, editing, and expanding the 

developed document. Future work would also involve re-

engineering the surveys based on the effectiveness of the questions 

and user feedback. Any future work will ideally incorporate a larger 

population sample, meaning more participants. More participants 

from a variety of backgrounds would provide a better assessment 

of the document. Future work would also concentrate on a 

population that is non-technical but also in the professional 

workplace not just college students. Future revisions of the 

document would be more applicable to technical individuals as well 

as non-technical.  
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